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1

E-Learning Networked Environments:
Concepts and Issues

SAMUEL PIERRE AND GILBERT PAQUETTE

Abstract. This chapter presents the basic concepts and main issues that charac-
terize the e-learning network environments from a knowledge management stand-
point. Knowledge management is essentially focused on the concept of knowledge,
and specifically concerns the competencies of those working for organizations. It
involves two important processes: knowledge extraction and knowledge assimila-
tion. The main issues of e-learning network environments include the design of
knowledge scenarios that can be integrated into knowledge environments yet to be
built, as well as the design of knowledge networks dedicated to supporting these
environments and enabling the retrieval of learning resources. In this chapter, the
problematic of building knowledge scenarios and knowledge environments is first
presented. Then, the principles, methods, and tools required to build knowledge
networks are summarized, and the problems associated with retrieving resources
and knowledge in networked environments are addressed.

1.1 Introduction

Over the last decade, researchers and practitioners have developed a wide range
of knowledge related to electronic learning or e-learning. This movement has af-
fected different elements and components: infrastructures, tools, content-oriented
applications, human—computer interactions, pedagogical issues, methodologies
and models, case studies, and projects. This phenomenal development is par-
ticularly inspired by the opportunities generated by the Internet, a sophisticated
computer network. As computer networks evolve, the variety and quantity of ma-
chines available and the quantity of links used is increasing. In fact, each type of
network has its own specific logical setting, switching mode, data format, and level
of quality of service (QoS). This explains, in part, the existence of heterogeneous
environments for public and private networks of boundless dimensions giving rise
to many problems of incompatibility [30]. E-learning environments must address
such problems.

Over the last few years, an_increasing number of organizations have recog-
nized the importance of learning technologies and knowledge management [31].
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The knowledge-based economy entails a movement toward Web-based distance
education, which benefits from the enormous possibilities offered by the Internet
[34]. Hence, tremendous investments in e-learning and telecommunication infras-
tructures are being made all over the world, yielding a proliferation of knowledge
elements and learning components. As a result, it became necessary to identify,
formalize, organize, and sustain the use of knowledge and learning components [4].

Despite this enthusiasm and growing interest, many problems remain to be
solved before e-learning is widely adopted and deployed by organizations. Initial
training in the public education sector, professional training, and personal training
at home are merging. Any useful, computer-based training solution must provide
flexible learning systems, outside and inside the education system, before, during,
and after office hours. In all sectors, simplistic or inefficient use of the Web has
yet to be overcome in order to offer an interesting alternative to the eyes of the
client organizations. Currently, most e-learning material is focused on transmit-
ting information. While this is undoubtedly useful, a shift to knowledge-intensive
learning/training environments has yet to be made in order to address knowledge
and skill shortages in a rapidly changing economy.

To unleash the power of new learning technologies, new research-based
solutions are needed to ensure accessible, reusable, and high-quality Web-based
learning materials and activities. For this purpose, it is necessary to go beyond the
simple reusability of material in repositories of learning objects and find solutions
in order to build significant learning scenarios or programs that enable learners to
achieve real competency gains while reinvesting small learning objects [33]. Many
enthusiastic predictions are also based on the use of broadband networks for
full multimedia delivery of high-level three-dimensional/virtual-reality simula-
tions and real-time telepresence interactions. Such services are now available only
through a small number of communication link types, but they will generalize
rapidly through cable modems, DSL telephone lines, satellites, or non-wired ter-
restrial communication, and their full potential for education has yet to be reached.

One of the most critical issues related to e-learning technologies remains the
knowledge management paradigm, which constitutes an important concern for
many major organizations. Knowledge management incorporates and extends
traditional document or data management in many ways. It embeds concepts
such as intellectual capital, learning organization, business intelligence, process
re-engineering, decision support, competency management, and so on. It is a mul-
tidisciplinary field that uses methods and technologies from cognitive science,
expert systems and knowledge engineering, data and text mining, library and
information sciences, document management, computer supported collaborative
work (CSCW), communities of practice, and organizational science. Its goal is
to promote the systematic identification, production, formalization, availability,
and sharing of knowledge within an organization, and it also aims to increase
the competencies of its personnel, rather than simply offering them information
consultation support. Knowledge management integrates the processing of higher-
level knowledge, beyond raw data or factual information. It underlines the impor-
tance of principles, models, theories, processes, and methods, and helps uncover
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the tacit knowledge of experts to make it available for learning, working, and
decision-making processes.

From a knowledge management standpoint, the main issues pertaining to
e-learning networked environments include the design of knowledge scenarios that
can be integrated into knowledge environments, the building of knowledge net-
works dedicated to supporting these environments, and the mechanisms enabling
the retrieval of learning resources or useful knowledge. This introductory chapter
characterizes the e-learning environments and analyzes these issues. Section 1.2
presents the basic concepts and background information concerning these envi-
ronments. Section 1.3 exposes the problematic of building knowledge scenarios
(discussed in Part I). Section 1.4 analyzes the process of building knowledge en-
vironments (Part IT). Section 1.5 summarizes the principles, methods, and issues
related to the design of knowledge networks (Part III). Section 1.6 addresses the
problem of retrieving resources and knowledge from networked environments
(Part IV). Section 1.7 concludes the chapter.

1.2 Basic Concepts and Background

A learning object can be defined as any entity, digital or not, that can be used,
reused, or referenced during technology-supported learning activities. From an
object-oriented programming standpoint, learning resources can be understood
as objects in an object-oriented model, having methods and properties. These
properties are generally described using metadata, i.e., structured data about data.
Due to various methods, the learning objects can become interactive or adaptive
[26]. Even though the term knowledge object takes precedence as it refers to uses
other than formal learning, the terms learning object and learning resource are
used as synonyms in this chapter.

Learning objects or resources can be distributed over different servers. They
can be of any size and type: text, audiovisual material, educational software, mul-
timedia presentations, or simulations. They also carry information to be explicitly
used by persons in order to acquire knowledge and competencies. They can be
described and gathered in such a way that facilitates their storage, publication, and
retrieval. Such an organization is called a learning object repository (LOR).

A networked virtual environment can be defined as a software system within
which multiple users, possibly located worldwide, interact with one another in real
time [30]. Such an environment can be used for education and training, engineering
and design, and, commerce and entertainment. When hardware, software, and
communication tools, as well as the teaching, coaching, and assistance services
offered to the users of the computer network are integrated together in a coherent
way, they constitute an e-learning networked environment. Figure 1.1 shows the
three main components of such an environment: the access infrastructure, the
network infrastructure, and the content infrastructure.

In large networked environments, learning takes place under a variety of tech-
nical constraints. It is important that each learning object be adapted to these
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FIGURE 1.1. A typical e-learning networked environment.

constraints. Thus, the various computations carried out by a learning object must
have an “anytime” flavor [13]. For this reason, among others, learner modeling
remains active, considering only the information available and computing only as
deeply as time and space constraints permit. Instructional planning must also be
sensitive to these time and resource limitations.

One of the advantages of a LOR is that it allows any instructional designers or
any person acting as an editor to track down interesting learning objects created
in a learning context in order to reuse them or adapt them for use in another
environment. For this purpose, interoperability and metadata protocols are needed.

One of the main purposes of interoperable learning objects is that they can
be aggregated and integrated into a knowledge management or learning envi-
ronment. Such an environment sometimes emerges from peer-to-peer interac-
tion and can be designed by a team of instructional engineers by creating and
implementing a delivery model that depicts interactions between users and the
learning system components, activity descriptions, and learning objects [19,20].
The main challenge for the interoperability of learning objects consists of their



1. E-Learning Networked Environments: Concepts and Issues 5

design rather than the platform interoperability issues that initially motivated their
development.

From a knowledge management standpoint, learning objects need to be encapsu-
lated into abstract resources in order to provide designers with a scripting language
to produce aggregations and launch resources in all different technical situations.
Tools also need to be defined in order to associate knowledge models to resources,
operations, and actors’ competencies, which would facilitate the integrated search
for useful resources and ensure the design consistency of a learning management
system.

Interoperability involves several degrees of focus:

e digital packaging of the learning object itself, using the emerging metadata
standards to catalogue it for local and global identification;

e providing different organizations with search tools;

e finding and interchanging information with one another;

e transporting objects for use in different contexts.

Learning objects can embody both educational content and learning activities
and the traditional approaches to labeling and transporting containers of digital con-
tent are being challenged by emerging abilities to express content, processes, and
metadata as semantically rich ontologies [32]. This leads to the concept of seman-
tic Web services. In the same vein, the emergence of autonomous agents allows
for the creation of learning environments where learners interact with or deploy
multiple agents to help define and navigate individualized learning paths that are
dynamically created and interactively shaped.

Learning objects can be active or adaptive. In fact, they generally consist of raw
material that ideally can be used in different ways, for different purposes, and in
different contexts. For these purposes, it is necessary for designers to be able to
adapt original learning objects in order to reuse them properly in new contexts.
However, it is difficult to make learning objects actively able to adapt to the context
of their use, to the pedagogical goals of the learner or learning environment, to
the nature and needs of the learners involved, to the level of detail needed to reach
the pedagogical objectives, and to the technical constraints. This time-consuming
task constitutes a serious bottleneck in the development of e-learning materials. In
fact, making learning objects readily adaptable to various contexts, various learner
capabilities, and various pedagogical needs would be a useful extension of their
current capacities.

Learning object repositories are distributed and highly dynamic, in that new
learning objects are being created all the time, while others may be withdrawn
or modified. For this reason, it would be impossible to ensure the consistency of
any central registry. Other challenges consist of providing learning objects with
sufficient autonomy to enable them to discover other learning objects and perhaps
self-organize, as well as with the capability to seek out complementary learning
objects_in order to automatically aggregate or adapt to each other. Methods al-
ready developed in the areas of autonomous agents, multiagent systems, planning,
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machine learning, and knowledge representation could be extended and adapted
to solve these problems.

Learning objects can also be of an advanced multimedia type including three-
dimensional (3D) or virtual-reality components. Multimedia refers to objects that
contain a combination of “media” such as audio, video, text, graphics, and anima-
tion. In recent years, and with the advent of the MPEG-4 standard, virtual reality
(VR) has become a new “medium” of advanced multimedia [17].

Virtual reality is a term defined as a computer-generated, interactive, three-
dimensional environment in which a person is immersed [1]. This definition in-
cludes three key elements:

e the virtual environment is a computer-generated three-dimensional scene, which
requires high-performance computer graphics to provide an adequate level of
realism;

e the virtual world is interactive, i.e., both the user and the system provide each
other with real-time responses in order to be able to interact with it in an effective
manner;

e the user is immersed in this virtual environment.

One of the unique characteristics of a virtual-reality system is the head-mounted
display worn by users. These displays block out the entire external world and show
the user a scene that is entirely under the control of the computer. As a result, the
user is completely immersed in an artificial world and becomes disconnected from
the real environment. To ensure that this immersion appears realistic, the VR
system must accurately monitor the user’s movements and determine the result to
be rendered on the screen of the head-mounted display.

Augmented reality (AR) is a growing area of virtual-reality research [27]. An
augmented-reality system generates a composite view for the user. It combines
and projects an authentic scene to the user with a computer-generated virtual scene
thereby enhancing the real scene with additional information. In all applications,
the improved reality presented to users enhances their performance and perception
of the world. The ultimate goal is to create a system so that the user cannot tell the
difference between the real world and the virtually enhanced version. Advanced
multimedia includes VR and AR simulations that are used to provide advanced
computer-based instruction and training.

Another relevant concept pertains to a Virtualized Reality™ Environment
(VRE): a generalization of the essentially synthetic virtual environment concept.
While still being a computer-generated multimedia world model, VRE is based on
information about the real/physical world objects and phenomena as captured by
a variety of sensors.

Creating, searching, and delivering enhanced multimedia learning objects con-
stitute important challenges since these objects are composed of a spatial and/or
temporal synthesis of time-dependent (audio, video, animation, virtual reality) and
time-independent media (text, image, data). Simulations, such as virtual reality,
undoubtedly create a very rich learning environment [8,9]. The creation of these
objects requires advanced authoring tools, particularly when such objects must
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be stored in different versions or be appropriately coded to accommodate users’
preferences, contexts, situations, and network quality of service (QoS) conditions.

1.3 Building Knowledge Scenarios

At the heart of any knowledge-based learning system is the knowledge scenario
component that provides many possible work plans for the user/learner. The learn-
ing scenario is the common point of reference and the workflow of interaction
between the different actors in a typical e-learning environment, i.e., learners,
trainers, content experts, designers, managers, etc.

Knowledge scenarios are basically networks of learning events (curriculum,
courses, units, activities) with learning objects, material, and resources used or
produced within the context of these events. Each actor follows, supports, coaches,
manages, and/or designs a certain learning scenario. All users have their own view
of the learning scenario and the learning objects they need to use or produce accord-
ing to their role. Thus, each learning object document or tool can be configured
differently for each user. Furthermore, each tool and document can accumulate
data pertaining to its users.

Process-based learning scenarios are the main focus of instructional engineer-
ing. The approach proposed by Paquette et al [25] is based on the fact that specific
knowledge of a subject matter and generic skills are constructed at the same time.
A learning unit without an associated skill is analogous to a set of data without
any process acting on it. Consider, for example, a training unit for electronic tech-
nicians. These learners must acquire knowledge pertaining to electronic devices.
They must also be able to identify various kinds of electronic components and they
need the competencies required to diagnose a defective electronic device. The first
goal corresponds to a generic classification task, a generic skill that can be applied
to any knowledge domain. The second goal corresponds to another generic skill,
diagnosis, also applicable to any knowledge domain. Of course, a training unit in
electronics will be very different if the course designer only wants learners to clas-
sify components, compared to a designer who wishes to train learners to diagnose
malfunctions.

A learning scenario for a unit should be based, whenever possible, on a generic
process corresponding to a generic skill. In other words, if instructional material
designers want to develop knowledge in any subject matter along with skills like
classification, diagnosis, induction, or modeling, they should propose classifica-
tion, diagnosis, induction, and modeling problems or projects to the learner. Then,
the collaborative activities, as well as the information, production, and assistance
resources, will be chosen accordingly. For example, in a classification task, sorting
tools in a spreadsheet and collaborative classification activities could be embedded
in the scenario, coupled with guidance taking the form of methodological advice
to support the classification process.

Building a learning scenario can be described as a three-step process. For exam-
ple, the generic task of collaborative writing, corresponding to a synthesis generic
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FIGURE 1.2. Building a knowledge scenario (step 1).

skill, can be part of a virtual conference scenario that can be used in most knowl-
edge domains.

o For the first step, the activities and the learner’s productions are described in
a graph, for example using the MOT knowledge representation technique [20]
leading to Figure 1.2. The activities in the scenario are linked to the learner’s
production (rectangles) by input-output (I/P) links. Typically, the learners search
for information and consult writing methods and norms. Then, a plan of the
document is sketched and a work plan to distribute tasks among learners is
built. Finally, the sections are written. The integration of these sections yields a
preliminary text that will be revised and evaluated.

e For the second step, the actors and their roles are described, in relation to each
activity, as shown in Figure 1.3. In this example, these actors belong to a team of
writers, composed of a leader and other learners. The tutor or trainer is also an
actor and plays the role of an evaluation expert or a client who will validate the
text at the end. All of these actors are linked as ruling (R) agents to the activities
in the scenario. In this case, the team controls the search for information and the
distribution of writing assignments, while the project leader dictates the sketch
of the plan for the document, and the tutor validates the final text before sending
an evaluation to the learners.

e For the third step, tools, resources, or learning objects are assigned to the activi-
ties in the scenario, taking into account the productions in progress, the learning
resources serving as input for the activity, and the actors involved, as shown
in Figure 1.4. In this example, a Web search engine and an annotation tool are
used to search for input information and to consult writing methods and norms.
Access to a human content expert can be provided to advise users about writing
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methods and norms for these kinds of documents. Teleconferencing could be
added to sketch the plan and distribute the writing assignments. A collaborative
text editor is used for the activities where the sections are integrated and, later
on, when the text is revised in its final form. Finally, the tutor acting as the client
annotates the text and sends an evaluation through Web email.
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FIGURE 1.4. Building a knowledge scenario (step 3)
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An intensive knowledge scenario, such as the one presented above, is in itself
a learning object that can easily be adapted in many ways to generate new learn-
ing/working scenarios by rearranging the activity network, redefining the learner’s
productions, changing the actor’s roles for a new cooperative approach or a com-
pletely individual scenario, and, adding or deleting learning objects, resources, or
tools to adapt it to particular situations.

Note also that this scenario is generic, based on a generic collaborative writing
task and an information synthesis generic skill. To be used in a specific knowledge
domain, it must be instantiated within the domain. To do this, activity assignments
are described according to the domain under study, for example “find information
about atomic physics” or “find information about Impressionist paintings.” Also,
learning objects specific to the domain can be inserted into the scenario graph as
inputs for certain activities, for example, a document pertaining to the norms used
to write acceptable documents in physics or an adequate document in art history.
Finally, different tools, human experts, or other resources can also be chosen from
various fields while preserving the scenario structure.

1.4 Building Knowledge Environments

As indicated above, modeling learning scenarios is a central issue when it comes
to designing and delivering e-learning or knowledge environments. From the sce-
nario, the Web site can be designed and the resources selected and integrated into
the interaction spaces that will constitute a knowledge environment for the learners
or for other actors.

There are many possible knowledge environment models: “high-tech” class-
rooms, distributed classrooms, hypermedia self-training, asynchronous “on-line”
training, communities of practice, and performance support systems.

“High-tech” classrooms gather students and trainers at a single location that
provides sophisticated multimedia and network equipment. Studying in a class-
room for a certain period of time does not mean learners are isolated from the
outside world. Networked computers can provide access to Web sites and Inter-
net multimedia presentations. Videoconferencing can also bring new expertise into
the classroom. Many universities and organizations have built electronic campuses
from this model to help manage the various possible transitions from a predomi-
nant classroom presentation model to more interactive and flexible ways to learn
and teach.

Distributed classrooms are quite similar to high-tech classrooms except for the
fact that learners and trainers are physically located in two or more distant locations.
Learning events use specialized and sometimes costly real-time videoconferencing
systems. Alternatively, desktop videoconferencing software can be used for real-
time communication. This model and the previous one bear a resemblance to the
traditional classroom, although some specialists claim that they offer much hype
without delivering significant pedagogical gains.

Hypermedia self-training refers to the use of learning materials accessible
through the Web or CD-ROMs to support an individualized learning approach to
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education. In the “pure” model, neither trainer support nor collaboration among
learners in the system is provided. A training manager supplies the learning re-
sources: self-training units, interactive or passive Web sites, and multimedia ma-
terial on CD-ROMs or DVDs. The main benefit of this model is that it enables
learners to progress at their own pace according to the time and place of their choice.

Asynchronous “on-line”” training departs from this individualistic view. It is
organized and led by a trainer or a teacher, allowing for interaction with the trainer
or among learners during teamwork and discussion groups [14,15]. Unlike those
occurring in the aforementioned classroom-like models, these interactions are
asynchronous, retaining some of the flexibility of self-training, with the exception
that the pace between modules is decided on by the teacher/trainer. The main tools
and activities are forums, emails, and file transfers, together with less frequent audio
or videoconferencing, on-line presentations, and real-time collaborative activities.

Communities of practice put the main emphasis on professional tasks [28].
The learners are basically content experts who wish to extend their knowledge
through asynchronous exchanges of information via forums, emails, or document
transfers. They progress through collaborative problem solving and shared project
know-how. Contrary to the previous model, communities of practices are devoid
of trainers acting as content experts or pedagogical coaches. Group leaders are
provided; however, they possess less knowledge of the subject matter than the
learners, although they are more knowledgeable when it comes to the methods
used to support group interactions.

Performance support systems integrate training even more closely with the
actual work processes and tasks in an organization [11]. Extensive use of the
organization’s databases and support software occur both ways: training material
is used to enhance on-the-job performance, and authentic problems and tools are
used to support training at the workplace and outside of it. On-line help, advisory
systems, and human supervisors support these training/work activities. This model
promotes just-in-time information to help users focus on real-life problems whether
individually or in teams.

Wouldn’t it be interesting to create an environment that supports any combina-
tion of these different knowledge environment models? Paquette [23,24] describes
how an object-oriented model was designed to create a Virtual Learning Center
built for such a purpose. This system integrates the best features of the four models
presented above.

The Virtual Learning Center architecture supports five types of actors, an ap-
proach now embedded in other delivery systems. Each actor is personified through
different characters or media agents playing a variety of roles and relying on a
variety of resources, documents, communication tools, and interaction services.

* The learner’s main function is to transform information into personal knowledge.
The learner achieves knowledge acquisition and construction by managing a
learning environment planned by another actor, the designer, in collaboration
with other learner agents and with assistance from other actors.

» The informer or content expert makes information available to the learner. The
corresponding content agents may provide information, but also books, videos,
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TABLE 1.1. Actors’ roles in typical delivery models

Learner Informer Trainer Manager Designer
High-tech or Attending Teacher Teacher Teacher Teacher
distributed presentations, presenting responding to  preparing designing plan
classroom completing information learners’ tech and materials
exercises questions environment
Web/multimedia  Navigating Sitesand MM Help Manager Team designing
(MM) through MM material components, organizing Web sites or
self-training content FAQs events and MM
support
On-line training Getting Teacher Teacher Manager Teacher
information, referring to leading organizing designing
interacting in a learning forums events and activities
forum material support
Community of Exchanging Learners Group leader Manager Designing
practice expertise and themselves organizing process- based
know-how and various events and scenarios
documents support
Performance Solving situated Organization’s  Intelligent Manager Designing
support real-life documents help systems supervises process- based
problems and databases learners scenarios

courseware, etc. Learners can also make information available to others as a
result of their production activities, thus becoming an informer agent.

The designer is the actor who plans, adapts, and sustains a telelearning system
that integrates information sources (human informers or learning materials) and
self-management, assistance, and collaboration tools for other actors.

The trainer provides pedagogical assistance or coaching by advising learners
about their individual processes and the interactions that may be useful to them,
based on the learning scenarios defined by the designer.

Finally, the manager provides organizational assistance to the learner (and other
actors) by managing actors and events, creating groups and making teleservices
available in order to ensure successful learning processes based on the scenarios
defined by the designer.

At the time of delivery, all of these actors interact within their own computer-
based environment. The Explor@ implementation' [12,22] is a Web-based system
built on this conceptual framework that helps with the construction of a learning
environment for each actor. This environment gathers resources that enable the
actors to play their roles within a course Web site.

Table 1.1 underlines only the main roles of each actor for all of the deliv-
ery models previously presented. It is possible to support a combination of the

! Note that this first architecture is being extended in the TELOS system being built by the
LORNET project:; The.extended.architecture.designed to create knowledge environments
is presented in Chapter 4.
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components of these models through a Web-based Virtual Learning Center [23].
Within the same program, course, or learning event, certain units could be based
on autonomous training, others on a community of practice, and even others on
some form of distributed or high-tech classroom.

For this to happen, an open, flexible, extensible, and interoperable architecture is
needed (see Fig. 1.5). This conceptual architecture is based on three levels. At the
bottom, learning material (knowledge resources) are selected, adapted, digitized,
or constructed to support content delivery of a subject matter.

Then the material is integrated into a Web site that gives access to a network of
activities, resources, and productions to be realized. It is at this second level that
the pedagogical strategy embedded in a knowledge scenario will be implemented.

For example, a business process simulation integrated into a management course
could also be used to analyze learning material in a course offered to trainers.
The learning scenarios implemented into the Web site determine how a learning
tool such as this one will be used for learning in various situations or different
application domains.

Finally, at the upper level, the designer adds one or more e-learning environments
to the course Web site—one for each actor in the training delivery process. Each
environment will group resources for self-management of activities, information
search and consultation, production of new content (homework), collaboration
between learners or trainers, and assistance in the form of users’ guides, FAQs,
resource persons, or intelligent agents.

Figure 1.6 shows a concrete view of what happens at delivery time.?> From an
organization portal, users move to the VLC home page and provide their user

2 Parts_of this_course within the Explor@ environment can be viewed at http://www.licef.
telug.uquebec.ca/explorademo.




14 Samuel Pierre and Gilbert Paquette

Autogestion

Information

@ |8 | Production
el ) “" Colinboration
Buide Explora
n - [—? Gvide d'étude.
i Caprules lechriques
Personnes iessouices
- I' APPRENANT £
e -

FIGURE 1.6. A course Web site and the resources available in an actor’s environment.

names and passwords. The system then displays a list of the VLC learning events
they can access, along with the roles they are authorized to play. Once they choose
the event and a role, a window display composed of the learning event Web site
and an Explor@ tool bar allows access to an actor’s environment.

This environment gathers a set of knowledge resources according to the actor’s
role within the Web site. The resources are distributed over interaction spaces.
Although this chapter presents a distribution over five spaces, other distribution
patterns can be used. Each space is concerned with certain types of interactions:
self-management of the e-learning system, interaction with information sources
and production tools, collaboration with other learners or similar actors, and, fi-
nally, assistance from other types of actors such as trainers, informers, managers,
or designers.

As shown in Figure 1.6, a resource can be any tool, multimedia document,
or support service provided to the users according to their roles in the learning
event. In this example, learners can access a calendar and a progress report for
the management of their activities, view a video-streamed information source,
collaborate with teammates through desktop videoconferencing, and produce a
knowledge model to fulfill a course assignment.

To create such an environment, designers must clearly and thoroughly define
the actors’ roles, and the resources must be chosen accordingly. The previous
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example shows a hybrid delivery model that combines hypermedia self-training,
on-line training, and community of practice activities. The resources were chosen
for a typical learner from a description of the learning scenario, its activities and
input resources, and the productions the learner must accomplish according to the
assignments associated with the activities. The designer would carry out similar
analyses for the trainer and the other actors in order to plan out their environments.

1.5 Designing Knowledge Networks

A networked environment is composed of the five following features [30]: a shared
sense of space, a shared sense of presence, a shared sense of time, means of com-
munication, and ways to share. A shared sense of space refers to the fact that
all participants have the impression that they are located at the same place, real
or fictional, such as in the same room, building, or vehicle. In this context, the
same characteristics must be presented to all participants. A shared sense of pres-
ence refers to the fact that when they enter the shared place, each participant
takes on a virtual persona, called an avatar, which includes a graphical represen-
tation, a body structure model (like the presence of arms, legs, antennae, tenta-
cles, joints, etc.), a motion model, a physical model (height, weight, etc.), and
other characteristics. A shared sense of time enables the participants to see each
other’s behavior in real time. Communicating in a networked environment con-
sists of using gestures, typed text, or voice in order to enable some interaction
among the participants. According to a fundamental component of engineering
or training systems, ideally all communication mechanisms must seem authentic
within a virtual environment. In a networked environment, sharing requires spe-
cific devices to provide users with a high-quality video conferencing system and
the ability to interact realistically with each other but also with the environment
itself.

A networked environment essentially consists of four basic components that
work together to provide the sense of immersion among users located at different
sites: graphic engines and displays, communication and control devices, processing
systems, and communication networks.

Graphic engines and displays constitute a key component of the user interface in
anetworked environment. The display provides the user with a 3D window into the
environment and the engine generates the images on display. This component can
be enhanced by adding more sophisticated devices to improve the quality of the
imagery and extend the user’s experience. For these purposes, a CAVE can be used
as a more immersive graphical display. This is a cube in which the participants
stand in the middle in order to see images that are projected onto the walls in
front, above, below, and on both sides of them. As the users move through the
virtual environment, updated images are projected onto the CAVE’s walls to give
the sensation of smooth, continual motion.

The control and communication devices are necessary to allow users to
communicate with other participants in the networked or virtual environment.
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The processing system includes processor units that receive events from the users’
input devices and compute how such input impacts the users’ position within the
environment and the location of other objects found in the same environment. The
communication network is needed to allow users to exchange information (text,
audio, and video communication) among themselves.

Typically, knowledge networks are environments that can be used for learning
and training purposes. The design and development of such networks are complex
due to the multiple aspects that must be taken into account: the network bandwidth,
the heterogeneity of the components, the distributed nature of the interactions, the
real-time system design, the resource management, the failure management, the
scalability, and the configuration.

Network capacity constitutes a limited resource in a networked environment.
For this reason, the network designer must carefully determine how to assign
this capacity in order to avoid congestion, which would result in a decrease of
network quality of service. The designer must also take into account the net-
work heterogeneity, which refers to the fact that different users may be connect-
ing to the networked environment using different communication networks with
different capacities. This issue is particularly relevant in interactive learning or
training applications where a lack of equality can lead to unrealistic training.
Heterogeneity issues also arise with regard to the graphical display and com-
putational and audio capabilities. The network designer’s challenge consists of
deciding whether to use minimal resources to ensure equality among participants
or whether to attempt to expose these differences and address the resulting fairness
issue.

To fully use the capacities of broadband networks in e-learning networked en-
vironments, content-based and context-based search and delivery methods for
advanced multimedia learning objects are required [10]. These objects can be de-
scribed using MPEG-7 (Moving Picture Expert Group 7) descriptors, an emerging
standard for the specification of descriptors for a variety of multimedia informa-
tion. MPEG-7 and XML can provide multimedia content capacities similar to
those offered by IMS/CANCORE for textual content. The MPEG-4 standard can
be used to deliver, render, and interact with multimedia learning objects, using
their metadata description in MPEG-7. MPEG-4 has been developed to provide
solutions for the new multimedia applications through characteristics like compo-
sition of presentation of structured and related objects, streaming, error resilience,
powerful compression, and synchronization. The MPEG-4 streams are decoded in
a way that allows object separation and reconstitution, making it possible for users
to interact with the objects in the scene.

Another issue that must be taken into account by the network designer pertains
to the distributed interactions. To be effective, the networked environment must
provide users with the impression that the entire environment is located on their
local machine and that their actions have an immediate impact on the environment.

Other design issues, like real-time system design and failure management, are
related to the capability of the networked environment to perform many tasks con-
currently, in a reasonable time frame, while ensuring that it remains operational
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in spite of component failures. Scalability is measured by the number of enti-
ties that may be processed simultaneously by the environment. It can also be a
measure of the number of hosts that may be simultaneously connected to the envi-
ronment. It depends on a variety of factors, including network capacity, processor
capabilities, rendering speeds, the speed, and the throughput of shared servers.
Finally, deployment and configuration issues are related to the fact that the soft-
ware used in a networked environment may be dynamically downloaded to suit
the changing needs of the executing environment. As a result, there is an impact
on the software design, the choice of implementation language, and the set of
supported execution platforms. The complexity of deployment issues increases
if the networked environment must be executed within Web browsers over the
Internet. More than software distribution, deployment also involves the partici-
pants’ need to access configuration information, including network addresses to
send data, the location of servers, security encryption keys and access codes,
graphic images, computational models for different types of participants, and
SO on.

1.6 Retrieving Resources and Knowledge

Retrieving knowledge resources is a central process for any knowledge environ-
ment. It is used by learners to carry out tasks, solve problems or manage projects,
by trainers looking for resources to facilitate learning, and by designers seeking
resources to build knowledge environments.

The increased need to reuse learning objects or knowledge resources and the
increasing necessity to integrate e-learning systems have led to a vast movement
toward international standards for learning objects (LOs). Duval and Robson [5]
present a review of the evolution of standards and specifications starting with the
Dublin Core Metadata Initiative in 1995. The IEEE Learning Technology Stan-
dards Committee (LTSC) and its joint work with organizations like ARIADNE
and IMS finally produced, in June 2002, a metadata standard for Learning Ob-
ject Metadata (IEEE LOM) which is now being widely used by most e-learning
systems.

Figure 1.7 presents a very high-level view of a learning system architecture
that supports interactions among four types of entities: actors, learning objects (or
knowledge resources), knowledge description referentials (metadata or ontolo-
gies), and knowledge scenarios (for courses or learning events). Actors operate
scenarios composed of operations (or activities) where knowledge resources (LOs)
are used or produced. Knowledge referentials (metadata or ontologies) describe
the information owned or processed by actors, processed through operations, or
contained in LOs: the properties of the knowledge resource. Four correspond-
ing managers store and retrieve information in a database, construct information
structures, and present information to users.

The knowledge resource manager is used to retrieve knowledge resources, ref-
erence new ones, or build aggregated resources for the actors’ environments.
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FIGURE 1.7. High-level architecture for knowledge environments.

Figure 1.8 presents the main components® of a knowledge resource manager and
the relationships between them. The two upper components, the LO aggregator
and the LO launcher, operate knowledge resources (LOs) that were previously
retrieved from one or more learning object repositories located somewhere on the
Web.

The six other components relate to a central metadata repository, and a set of
files in a relational/XML database that respect a LOM (learning object metadata)
model such as the IEEE LOM used to describe the properties of the knowledge
resources or LOs. A central component is the metadata editor that enables users
to associate a LOM file to any knowledge resource and store it in the system’s
permanent relational/XML database.

The five other components are specific user services for a metadata repository:

» The metadata repository builder helps find the location of interesting LOs on the
Web or in a local area network and creates a LOM entry in a metadata repository

ing.delivery system, this architecture is described
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for the resource that can be filed later using the metadata editor. Sometimes,
in order to make an LO more widely accessible, this component transports the
resource to a predefined location on a server.

* The repository structure manager selects a folder or grouping that contains a
LOM record. It can move a metadata record from one folder to another, copy an
alias onto another folder, delete a record or a folder, and duplicate a record to
speed up the meta-referencing of a similar LO.

» The repository search agents apply user-defined constraints involving metadata
attributes to find and display a set of corresponding metadata records from which
resources can be viewed or launched.

* The access manager helps define a user’s profile, access rights to folders, meta-
data files, and resources described by the metadata file. Rights include viewing,
adding, modifying, deleting, and granting rights to other users.
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* The collaborative annotator manages a local user group forum where users can
exchange messages about a resource. It is integrated into the LO repository.
These messages can also be stored in the metadata repository database.

Based on an extensive work developed by the instructional design team for
the MISA-Learning Systems Engineering Method [21], a knowledge resource
taxonomy was developed to distinguish four major classes: material/document,
tool/application, service provider, and course/events.

» The material/document class has further subcategories that categorize resources
according to the type of information, the type of media elements it contains, the
type of media support, its usage context, or its aggregation mode.

The tool/application class includes the resources used to navigate, communicate,
produce/design, assist, search, and manage tools and applications.

The service provider category aims to classify human resources that provide
service to other actors or other types of resources. Subclasses are based on
whether the actor provides technological, informational, organizational, student
support, public relations, or training location support in a classroom, a laboratory,
a virtual library, or an external location.

The course/events class is subdivided according to the type of instructional struc-
ture (course, activity, workshop, etc.), the type of the delivery model (technologi-
cal class, Web self-learning, community of practice, etc.), the type of instructional
method (presentation and exercise, case study, problem-based instruction, etc.),
and the type of knowledge scenario structure.

The actual IEEE LOM standard seems more adapted to describe materials and
documents than other LO categories. An improvement should not consist of ex-
tending the official standard with more metadata entries until it becomes imprac-
ticable. A possible solution involves distinguishing metadata attributes by taking
into account the LO granularity. Hodgins [16] proposes a five-level content hi-
erarchy to classify LOs, where each level is characterized by its own metadata.
The lowest level includes raw data and media elements, qualified as the “most”
reusable, and the upper level is composed of courses and collections, which are
the least reusable. The taxonomy presented in this chapter also proposes different
LO levels, the course/events class being aggregates of the other three categories.

Instead of extending the number of LOM attributes, a more effective approach
would rely on ontologies to provide new metadata elements and classification
schemes that are widely accepted in certain fields, ontologies specifying a resource
context, content, and structure [29]. Metadata records in LO repositories should
make some semantic description available to computer search agents. According
to the W3C Semantic Web proposal [2], such semantics are expressed using XML
files structured within the resource description framework (RDF) in the form of
subject-attribute-value triples or using the Ontology Web Language (OWL), which
is now a Web standard.

Another important international problem, especially prominent in Canada and
Europe, concerns bilingual and multilingual metadata editing. Due to the global
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distribution of LOs over the Internet, it is indispensable to provide translation pos-
sibilities by providing multilingual equivalents for all vocabulary-based metadata.
There should be an effective control of the indexing language, covering selected
concepts and interlanguage equivalency among descriptors. Controlled multilin-
gual vocabulary increases discoverability and interoperability by enabling terms
that are “interpreted” in the same way. Many initiatives in Europe (European
SchoolNet4, CEN/ISSS5) and Canada (CanCore) are working on standardizing the
translations of IMS vocabulary. However, standards have yet to be made readily
available, and further collaboration is needed between groups and developers.
The main challenge for LO interoperability lies more in the advances of instruc-
tional engineering [ 18] than in the metadata standardization initiatives that actually
triggered their initial development. It is believed that instructional engineering is
the key to sound and practical solutions to LO aggregation and interoperability.

1.7 Conclusion

This chapter presented some basic concepts and background related to e-learning
networked environments from a knowledge management standpoint. After ex-
posing the problematic of building knowledge scenarios and knowledge envi-
ronments, the principles, methods, and issues related to the design of knowledge
networks were summarized. Finally, the problem pertaining to retrieving resources
and knowledge in networked environments was addressed.

Knowledge plays a central role in e-learning networked environments. Knowl-
edge management, which promotes structured and higher-level knowledge, puts
significant emphasis on the knowledge and the competencies of persons working
for the organization. It uses two important processes: knowledge extraction and
knowledge assimilation. Knowledge extraction transforms the experts’ knowledge
of a given domain into organized information or knowledge that can be made avail-
able to the entire organization. Knowledge assimilation by those who belong to
the organization is the reverse process: transforming organizational information
and knowledge into new competencies to be internalized by individual staff mem-
bers through learning. This is where knowledge engineering meets instructional
engineering and learning object production and management. Knowledge models
are produced through knowledge engineering and are used as inputs to knowledge
and competency acquisition by persons involved in formal or informal training
activities. Knowledge modeling also helps represent use cases of a computerized
learning or knowledge management system by describing the actors, the operations
they perform, and the resources or learning objects they use or produce while pro-
cessing knowledge of a domain. Conversely, actors involved in these use cases help
test, validate, or identify improvements and extensions to the knowledge model or
the ontology of a domain.

In the process of designing knowledge networks, considerable effort is spent
on critical tasks including the modeling, aggregation, and coordination of learn-
ing objects. From the standpoint of a design team or a learning services provider
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who wants to build a network-based multiactor learning or knowledge manage-
ment application in a certain context, actors or types of users need to attain some
level of competency as defined in reference to a knowledge model. To do this,
they must find, obtain, adapt, and launch resources (i.e., documents, applications,
services, courses, or learning events), obtained from a network of learning object
repositories. The resources can be compounded and integrated into the repository
of the application. For this to happen, a design team needs to perform a num-
ber of activities including combining aggregation types and methods, controlling
and integrating resources in the actors’ environments, integrating operations with
the resources that are used or produced into executable and visible processes to
provide contextual operational interfaces to the actors, among others. Since the
components of an e-learning networked environment interact in complex ways, the
designer must consider this environment as a unified system dedicated to global
learning or knowledge management.

Since current technologies do not support the automation of this task, the need for
computer-based systems that support learning object adaptation and repurposing
constitutes a real challenge [26]. To make learning objects active and adaptive, one
approach consists of imbuing them with some degree of autonomy, i.e., to promote
the idea that these objects can become software agents capable of interacting and
adapting to meet the knowledge needs of learners.

To efficiently use or reuse learning objects stored in LOR, effective tools need to
be developed to discover, extract, and share them. These tools help facilitate inter-
actions, efficient organization, delivery, navigation, and retrieval. In this context,
some key problems to tackle are related to the learning object content represen-
tation [32], the classification and clustering techniques to learn the categorization
of a collection of learning objects, and the extraction of common knowledge.

To fully exploit the potential of images as a source of information, one would
have to examine images based on their lower level features and look for hidden
characteristics that would explain the behavior of domain level experts as they
come into contact with these images. Unlike traditional data mining, considerable
complexity is associated with image data mining mainly due to the difficulty of
having a proper representation of information about the image [3]. In this context,
research on shape-based retrieval [6], image data mining and content based retrieval
[7] must be conducted to adapt these technologies to learning object repositories.
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Bridging the Gap Between E-Learning

Modeling and Delivery Through the
Transformation of Learnflows
into Workflows
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CORREAL, AND JULIEN CONTAMINES

Abstract. E-learning pedagogical models are described in terms of educational
modeling languages (EMLs). IMS-LD is accepted as the standard EML. It allows
for the description of multiactor adaptable learning processes. Although some
IMS-LD-compatible editing tools are being developed, no delivery platform is
yet available. This chapter proposes to bridge this gap by looking at business
process modeling languages and execution engines, in particular the Workflow
Management Coalition Standard, XPDL. The first two sections of the chapter give
the introduction and the context of the work. Section 3 describes IMS-LD as well
as existing editing and delivery tools. Section 4 describes XPDL and some editing
tools and execution engines. Section 5 proposes a transformation from IMS-LD
to XPDL, and Section 6 describes the application developed to implement this
transformation. The chapter ends with some conclusions on the work done and on
the possibilities it opens to further research and applications.

2.1 Introduction

A unit of learning in a virtual learning environment relates various different models:
the actors’ model, the resources or learning objects (resources and services) model,
the knowledge and competency model, and the learning process model. The last
one, also called pedagogical model or learnflow model, is the integrating model,
the one that orchestrates all the others. It is through this model that the learning
strategy is described in the system. In a structured learning situation, learners
follow the process described by this learnflow. Other actors, as well as resources
and services, are coordinated by this workflow as well.

To describe those models in a platform-independent language, some educational
modeling languages (EML) have been proposed. In 2003, the IMS Global Learn-
ing Consortium released the IMS Learning Design specification [15]. IMS-LD is
becoming an accepted EML standard specification. This specification allows for
the description of the pedagogical process or learnflow of a unit of learning in an
educational multiactors workflow called the method. Using a theatrical metaphor,
a method can be realized by different plays. Each play is composed of sequential
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acts; each act includes parallel role-parts, which are associations between roles
and activity. Roles are played by one person or a group of persons. Initial role
classification distinguishes between learner and staff. The activity is the core of
the model. It can be simple or complex (activity structure). It uses an environment
composed of learning objects and services and may produce outcomes (products)
that enrich the environment. Levels B and C of the specification add variables
(properties) and rules to allow for personalization and annotation.

IMS-LD tends to bridge the gap between the design of a course, mainly an on-
line course, and its delivery, and opens the way to reuse not only learning objects
but also learning scenarios and strategies.

In spite of those promises, IMS-LD raises new challenges, both for the e-learning
design and for the e-learning delivery. Although some delivery platforms like COW
[44], LAMS [22], and Explor@ [38] are being modified to be level A compatible,
no system is yet fully IMS-LD compatible. The IMS-LD community is working
on the definition of a standard IMS-LD delivery platform architecture [20,45].

Looking at an apparently different context, business processes are also composed
of activities played by actors using resources. Workflow management systems
improve business processes by automating tasks, getting the right information
to the right place for a specific job function, and integrating information in the
enterprise [11]. The integrating component of a workflow management system is
the workflow model. A workflow model is an abstraction of a business process.
It is a structured organization of individual steps called tasks or activities. An
agent or actor is a human being or a machine that can perform a task (enact an
activity). Roles are a logical abstraction of one or more actors, usually in terms
of functionality. Dependencies determine the execution sequence of activities and
the data flow between them [6,23].

Workflow management systems and learning management systems both deal
with common issues such as multiactor process modeling and execution, activities
synchronization, services and objects integration, role instantiation, etc. Further-
more, both research communities are addressing new challenges such as the pro-
cess life cycle management, the process evolution, and flexible and open process
definition.

In this chapter, we make a comparison of workflow management systems and
learning management systems. We focus our discussion on the process (workflow
and learnflow) and on the existing tools to support both editing and enacting the
process. Section 2 gives the context and the goals of this work. In section 3, we look
closer at the learning design standard IMS-LD, both in terms of the language and
in terms of the existing tools, while in section 4 we describe this same state of the
art for workflow standard, XPDL. We have established a correspondence between
IMSLD and XPDL elements, we have developed a transformation from IMSLD to
XPDL based on this correspondence, and we have implemented this transformation
in an application called LDX. The fifth part describes the transformation and the
sixth the LDX set of tools. The chapter ends with a broader view on how this trans-
formation allows us to support automatically the e-learning process, and with some
conclusions at the model and language level as well as at the practical tool level.
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2.2 Context

This section gives the context and a broad description of the work presented in the
chapter. We start by describing and comparing the two problems we are dealing
with: e-learning support and business process support. Although different in nature
and domain, these problems establish some common requirements to supporting
tools, while still having particular specific requirements. Section 2.2 sketches the
main differences between e-learning and workflow management tools. The third
section states the goal of our research, while in the fourth section we present the
approach we took to develop this work. We end by summarizing the main results
of our work, which will be detailed in the rest of the chapter.

2.2.1 Looking at the Problem

Both e-learning system and workflow system tend to solve the same very general
problem of having an (or many) actor(s) executing an activity or graph of activities
and producing something (Fig. 2.1). Therefore, the three main components of such
a system in both cases are actor, activity, and product.

The goal of an e-learning system is the “learning.” The main actor, the learner,
is expected to learn, to acquire new knowledge and competencies, through the exe-
cution of different structured learning activities. E-learning systems’ main compo-
nent is the actor-learner. This emphasis on the actor-learner establishes particular
requirements on e-learning systems: the process should be defined taking into ac-
count the learner’s profile; the system should allow for run-time process adaptation
based on conditions of the learner; the learner model must be rich and known to
the process. Even resources proposed to the actor to execute an activity should
take into account the actor profile.

In the business process context, on the other hand, what matters most is the
product, the final outcome of the process. The main aspects of a workflow system
are the product and the efficiency of the process regarding this production. Actors
are secondary components; they are seen as resources whose importance lies in
helping produce the final product. Particular requirements in this context include
finding an assignment function from people to roles, decomposing the process in
an efficient way, and optimizing the actor’s participation. There are also particular
requirements concerning the product: version management, satisfaction of a set of
required properties, the possibility to be used and consulted outside the workflow

system, etc.
# . # product|
actor

FIGURE 2.1. E-learning and workflow conceptualization.
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In terms of the process or main activity, there are also some common issues.
Both processes can be described by a graph of activities. Each activity is done
by a particular type of actor, called a role. Normally, more than one role (ac-
tor) is involved in a process. Multiactor coordination and synchronization is thus
required. Time events as well as other external events may affect the process ex-
ecution.

However, there are also some differences. E-learning processes represent ped-
agogical models. While an e-learning pedagogical model might be inspired in
an existing face-to-face training, new models can exist without a correspond-
ing face-to-face model. In addition, when taking into account personal differ-
ences, the model of a same unit of learning is instantiated in different ways
for different students. In the business world, on the other hand, workflows
do normally represent existing documented enterprise processes. Different in-
stances of the same workflow are identical copies except for the actors’ assign-
ment to roles and timing information, and they should produce quite identical
products.

2.2.2 Looking at the Solution

The requirements identified in the preceding section are translated in some prop-
erties of the corresponding support systems. Both e-learning and workflow man-
agement systems have a formal way to describe multiactor processes. Activities in
these processes may be organized with different patterns (sequence, choice, paral-
lelism, and synchronization points). Responsibility for the execution of activities
in the processes is defined in terms of actor types, also called roles. In an instantia-
tion of the process, those roles are associated with actual actors. To do an activity,
the actor has available services and resources that are partially or completely de-
termined in the process model. To execute (enact/deliver) the multiactor process,
both e-learning and workflow systems have to have control and synchronization
mechanisms.

Having the actor as the heart of the process imposes particular requirements
for e-learning systems. The model of the learner is normally part of the system,
or at least there are ways to pass learner information into the system. Learner
information must include knowledge and competencies. The whole process and
possibly each activity should also have a reference on prerequisites and objec-
tives. Thus, e-learning system should have some kind of knowledge modeling
component.

Having the product and its production inside a business context, as the heart
of the process, imposes particular requirements for the workflow management
systems. To satisfy those requirements, workflow management systems normally
include product management as well as different services and tools to manipulate
the process (evaluation, measurement, audit, etc.). To support a broad variety of
business processes, workflow management systems and workflow models offer a
large span of control and synchronization patterns. Finally, they offer well-defined
interfaces to communicate with other business applications.
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From a practical point of view, the workflow management community has well-
established process languages and various open-source enactment tools. On the
other hand, the e-learning community is actively working on the development
of pedagogical model editing tools that help produce IMS-LD models, but no
e-learning platform is yet fully compatible with the standard e-learning modeling
language, IMS-LD.

2.2.3 The Goal: Bridging the Gap Between E-Learning
Editing and Delivery

The goal of our research is to benefit e-learning systems from advances made by
the workflow management systems community, and at the same time to explore
personalization and knowledge management integration in workflow management
systems.

The work presented in this chapter addresses the first goal: more precisely, to
bridge the currently existing gap between learnflow editing and learnflow execution
by allowing a learnflow expressed in a standard educational modeling language to
be executed by a workflow engine, capable of executing the process described in
a standard process description language. To reach this goal we have defined three
subgoals:

—To study e-learning and workflow models so as to identify common issues and
differences and to establish a common vocabulary to describe them

—To define a translation schema, allowing us to express the control aspects of e-
learning models in terms of the richer set of control elements of process models.

—To build a tool to implement this translation and to validate the results

2.2.4 Methodological Approach

Our starting hypothesis is twofold: we propose that pedagogical models can be
described and delivered using the standard educational modeling language IMS-
LD, and that workflow processes can be described and executed using the standard
business process definition language, XPDL.

Based on this hypothesis, we have defined the following project steps:

—To express both languages (IMS-LD and XPDL) in a common language to facil-
itate their comparison and translation from one to the other

—To abstract all components that are not part of the control model, and to propose
a translation schema from IMS-LD to XPDL. This translation is guided by IMS-
LD syntactical structures; it takes into account every important aspect of the
source language (IMS-LD).

—To identify IMS-LD elements that do not have a direct and natural translation
into XPDL, and to propose a way of using XPDL extended attributes to describe
them so that an XPDL compatible tool may handle the document.



32 Olga Marifio et al

2.2.5 Main Results

The main results of our project, which will be detailed in sections 5 and 6 of this
chapter, include:

—A translation schema to translate IMS-LD into XPDL
—A clear identification of the principal difficulties of this translation
—The implementation of a set of tools to support the learning design lifecycle

2.3 IMS-Learning Design as an Educational
Modeling Language

This section presents the educational modeling languages that allow for the de-
scription of e-learning processes and more specifically the IMS-LD specification.
We start by giving a generic reference model for e-learning systems, one of whose
components is the learnflow or pedagogical model. The pedagogical model is de-
scribed by an educational modeling language (EML). The second section describes
the main elements of an EML. In section 3.3, we present the particular case of the
educational modeling language standard IMS-LD. Section 3.4 presents some of
the tools to support course design using IMS-LD and its delivery.

2.3.1 E-Learning System Reference Model

There is no widely accepted e-learning reference model. In spite of that, most e-
learning systems include the following components, not always well differentiated:
A kernel, is the e-learning operating system, the learnflow execution engine. This
engine executes a process described by a pedagogical modeling component. Actors
are described elsewhere and actors’ profiles are taken into account by the engine
too. Resources, tools, and services are managed by one or more components in
charge of finding, installing, launching them when needed. Finally, some systems
also include a more or less elaborated knowledge component to describe at a
knowledge level the activities, the resources, and the actors. Figure 2.2 shows this
conceptual reference architecture model.

2.3.2 Educational Modeling Languages

A learnflow or pedagogical model is described using an EML, which includes a
vocabulary or set of words to describe a process like activity, activity structure, role,
and outcome, as well as pedagogical concepts like objectives, learner, and support
activity. It also includes a grammar, a set of relations between these concepts, as
well as consistency rules. An EML normally has an XML representation. The XML
representation is used by the delivery system or learning management systems to
run the described e-learning process. Thus, the XML file is the interface between
the modeling of a learning process and its execution.
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knowledge model

learnflow execution
. -+
engine

pedagogical model

services and resources

actor model model

FIGURE 2.2. E-learning conceptual architecture model.

The main elements of an EML are the concepts of process, also called method,
activity graph, or unit of learning, and the activity.

—The process is the structure describing the learnflow, the way in which activities
are organized. It reflects a pedagogical strategy and is the backbone that connects
the other elements of the model. Most EMLs allow the modeling of sequences
of activities, of choice and decomposition structures, and of distribution and
synchronization of parallel activities.

—The activity is the building element of the process. It describes the actual peda-
gogical action. An activity is related to other elements such as the type of actor
who must execute the activity and the resources and services proposed to him to
do it. The activity information includes pedagogical objectives and prerequisites,
proposed time and eventually outcome information, and evaluation criteria and
weight.

The EMLs are expected to have the expressive power required to describe any
pedagogical model and to be neutral regarding pedagogical theories. Although it
is true that any model can be described in terms of activities, relations between
activities, roles and actors, resources and services, and objectives [14], EMLs’
focus on process and activities makes them more suitable to represent pedagogical
models centered on the activity than, for instance, those centered on collaboration
and actors’ interaction [27].

Languages such as MISA-MOT [36], COWL [43], and EML [21] are educa-
tional modeling languages in the sense that they offer a vocabulary to describe
pedagogical models, a grammar to relate this vocabulary, and an XML binding.
Nevertheless, their scope is local: their XML binding is understandable only by
their own delivery platforms.

In the next section, we describe the educational modeling language IMS-
Learning Design (IMS-LD) [15], which is a specification proposed as an EML
standard by the IMS Global Consortium in 2003 [15]. As the IMS Global Consor-
tium groups the main players in the e-learning community, one might expect that
IMS-LD will be widely accepted and that model editing tools as well as e-learning
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delivery platforms will be developed or transformed to be compatible with this
new standard.

2.3.3 Conceptual Elements of IMS-LD

IMS-LD is the standard educational modeling language approved by the IMS
Learning Consortium in 2003 [15]. It is inspired by the educational modeling
language EML [21], developed by the Open University of the Netherlands. Its goal
is to provide a framework for the formal description of any education and learning
process. It helps relate other specifications such as LOM [12] for the learning
objects, RDCEO [13] for competency modeling, and LIP [17] and e-Portfolio [16]
for the learner model.

To ease the implementation of these tools, the standard defines three levels.
Level A ensures a basic behavior, level B adds properties and conditions, and level
C adds notifications. The basic concepts of IMS-LD are shown in Figure 2.3.

Process (or the method): The process or learnflow is built into IMS-LD on a
theatrical metaphor. A learning situation called a method in IMS-LD corresponds
in the metaphor to a theatrical piece. As such, a piece can be played in different
ways (the plays). A play is composed of sequential acts. In an act, the different roles
or characters of the piece execute in parallel their script. In IMS-LD, the script to be
executed can be an activity or a group of structured activities (activity-structure).

Activity: IMS-LD distinguishes between two types of activity: learning activity
and support activity. The people involved in a learning situation may thus be

learning design I
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FIGURE 2.3. IMS-LD conceptual model [15].
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assigned the role of a learner or a supporting role as staff member. Each activity
is executed by a role (role-part association) using an environment composed of
learning objects and services. The product of an activity, its outcome, may be
integrated into the environments of other activities. A set of prerequisites and
learning objectives may be tied both to the method and to the activities.

Role: The role learner can be modeled in a more explicit and rich way using
other standards such as the portfolio, the LIP, or the competency model. IMS-
LD allows for the description of learner information through the elements called
properties. As explained in the next section, properties may be local or global and
thus they help describe, among other data, learner information that is passed to or
from the process and learner information that is generated and used only inside
the process, possibly to personalize the training. During execution, the group of
data that correspond to the learner properties is called the dossier.

Local Properties, Global Properties, and Conditions: Properties and condi-
tions are part of the level B specification. Local properties allow for the manage-
ment of information of persons, of roles, and of the learning process during the
delivery of a learning situation (the execution of an LD run), while global prop-
erties act as parameters to interface the execution of the process with its context
(institutional norms and conditions, learner portfolios, academic program data,
etc.). Property values may be changed when an act or an activity is finished or
when a rule is activated—its condition is satisfied. The modification of a property
value may activate further changes, such as the ending of an activity, the hiding
or showing of an activity, the generation of a notification, or the modification of
other properties. In this way, by combining rules (called conditions in IMSLD) and
properties, one can personalize the e-learning process and synchronize activities
inside an act [27].

Notifications: Level C of the specification adds the concept of notification. A
notification is a message sent automatically to a role when a condition is satisfied.
This condition may be the ending of an activity, an act, a play or the whole method,
the modification of the value of a property, or having an expression evaluated as
true in the if part of a condition.

2.3.4 Tools for Learnflows

Many initiatives are being developed around the IMS-LD specification since its
release in 2003. Research and development teams are working on the development
or adjustment of editing, visualization, and delivery tools. Yet no full set of tools
exists to support the whole process, and much of the work is still in a prototyp-
ing phase. In this section, we present some already-available tools for creating,
manipulating, and delivering LD.

Editing Tools: Editing tools are applications that produce an IMS-LD document,
that is, an XML document that is IMS-LD compliant. This document describes
a learning design in terms of its different components: its global or pedagogical
structure, which includes the method, the plays, the acts, the activities, and the
activity structures; its learning environments with the associated learning objects
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and services; and its properties, prerequisites, learning objectives, expressions,
notifications, and roles.

Editors may also produce partial IMS-LD documents. It may produce a “‘content
independent” pedagogical structure, that is, an XML document still compliant
with IMS-LD but with only the pedagogical structure and possibly the roles, the
services, and the properties defined; neither the prerequisites nor the objectives
or the learning objects are specified. We call this content-independent LD an LD
template. Its main interest concerns the possibility of having a repository of frame-
works of pedagogical strategies from which to create a learning unit. Actually,
there is no editing tool supporting the management of LD templates. The LAMS
system [22] use templates, but the system is not yet fully compliant with IMS-LD.

MOT+ Editor

At the Laboratoire en Informatique Cognitive et Environnements de Formation
(LICEF) research center, development efforts have been placed on authoring meth-
ods editors and tools to facilitate delivery. The Méthode d’Ingénierie pédagogique
de formations a distance (MISA) method is a mature instructional design method
produced and refined in the last 10 years [37]. It uses a graphic educational graphi-
cal modeling tool, MOT, and it is supported by a Web-based design system, Atelier
distribué d’ingénierie de systémes d’apprentissage (ADISA).

In the context of the Lornet project [26], the IMS-LD learning level A specifica-
tion has been transposed using the MOT+- [4] graphical modeling tool to develop
an IMS-LD editor (Fig. 2.4). All IMS-LD objects [method, play, act, activities
(three types), roles (two types), environment with services and learning objects]
have been specified. Parallel to this work, a built-in parser to the MOT+ tool is
being completed to produce an IMS-LD-compliant XML output.
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Besides that, work will be undertaken, on the one hand, to adapt the MISA
method to help designers produce compliant IMS-LD designs and, on the other
hand, to extend the Explor@2 delivery system to support the production of run-
time design instances. Currently, this delivery platform is not fully compliant with
IMS-LD, although it does already take into account some multiactor issues. The
goal is to enable Explora@2 to import IMS-LD—compliant courses.

Mot+ allows exporting LD in the XML format-compliant IMS-LD but not in a
content package compliant with IMS Content package specification. In addition,
the user cannot describe resources with LOM specification or plug a learning object
stored in a learning object repository (LOR). However, the LICEF research center
developed a learning object repository within the eduSource project [8] and a LOM
editor (LomPad [24]). In the future, these three systems will be linked.

The validation process happens during the exportation in XML format compliant
with IMS-LD schema. In addition, a manual is available that presents the graphical
language and a light methodology to develop an LD.

RELOAD Editor

RELOAD [19] is a project funded by the Joint Information Systems Committee
(JISC) of Great Britain. RELOAD is also the name of the project tools. RELOAD
is initially dedicated to the development of learning object management tools and
to research on learning object management in collaborative online environments.
During 2003, plans to develop a LD editor based on their SCORM [39] editor were
put forth. Now, this editor supports all the three levels (A, B, and C) of IMS-LD.

RELOAD allows describing resources with LOM metadata, using these re-
sources to elaborate an instructional model. This model can be compliant with
SCORM 1.2 or IMS-LD. Besides, it makes it possible to generate the package in
according to IMS content package specification.
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As opposed to MOT+, RELOAD is a frame-based editor, not a graphical
one. Different tabs allow defining the different components of the LD (Fig. 2.5).
The editing process is constraint with frame-based solution. There is no validation
functionality because syntax mistakes are inhibited. For help, a manual is available
in which users can find a light process' to build an LD.

Alfanet Editor

Alfanet Editor [41] is being developed by UNED (Madrid, Spain) within the
European Alfanet project. Alfanet aims to create methods and tools for active
and adaptable learning. Alfanet Editor is a module of the Alfanet LMS prototype.
The user can create courses compliant with e-learning standards. Like RELOAD,
this editor is frame-based (Fig. 2.6); users can produce a content package, and local
resources are managed with LOM specification. The first difference is that there is
a connection with a learning object repository. During the editing process, the user
can retrieve resources within this repository. The second difference is that Alfanet
editor is only compliant with the level A of the IMS LD specification. A user
manual explains the editor functionalities; no methodological design approach is
proposed in the manual.

Whereas MOT+ and RELOAD installations are easy and without specific pre-
liminary setup, the user must install the Groove Workspace application to launch
Alfanet Editor. On the other hand, once installed, this system proposes communi-
cation tools and allows collaborative work.
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Execution tools: A valid IMS-LD document may be used to actually produce a
learning environment. The same IMS-LD document can be used to produce many
particular learning environments in the same way as the same face-to-face course
may be offered in different sessions at different times, for different groups of
students with different teachers. As for those courses, a process of describing the
particular session is needed. In terms of IMS-LD, this production process makes the
association between an LD document and a session or run: starting time, learning
community, etc. Such a session is called an IMS-LD instance or an IMS-LD run.
This production stage can be supported by a specific tool or by the execution tool
itself.

An IMS-LD run is executed or delivered to the different members of the learning
community (learners, teachers, tutors, experts, etc.) through a delivery platform.
Each one of these actors has his/her own view of the run, which includes his/her
personal properties, activity trace, etc. Each of these views is called an IMS-LD
personalized run or IMS-LD personalized instance.

Finally, all those states may be applied to IMS-LD in all three levels, A, B, and
C, thus having, for instance, IMS-LD instantiations of IMS-LD documents that
are level A compliant.

Efforts were concentrated on edition tools since 2003. In the last years, some
companies and research centers start adapting their delivery system in order to
import LD documents and execute them. For example, Blackboard Inc. is adapting
EduBox Player [7] and integrating it in its popular e-learning platform. EduBox
Player is an execution environment for EML-compliant pedagogical model. IMS-
LD was inspired in EML, so adapting EduBox Player to be IMS-LD compliant
should be straightforward.

In Canada, the e-learning delivery system Explor@2 of LICEF research center
is being modified to import the LD documents produced by the MOT+ Editor.

Probably the most advanced effort in this direction is CopperCore [32].
CopperCore application is a sequel to research and tool development carried out by
OUNL (Open University of the Netherlands) researchers in the EduBox project,
sponsored by the EU AlFanet project, and launched in February 2004. Copper-
Core is an open-source project, consisting of a set of Application Program Interface
(APIs) allowing the production and delivery of an IMS-LD unit of learning. These
APIs cover publication, administration, and a run-time engine for all levels of
IMS-LD. With the collaboration of SLED Project [40], CopperCore can be used
like a Web service simple object access protocol (SOAP). For the time being, no
available e-learning delivery system embeds CopperCore engine.

2.4 XPDL as a Business Process Language

There exist many languages and models for representing business processes. Some
of the most widely known are BPMN [3], BPEL4WS [1], WSBPEL [31], and
XPDL. [46]. These languages have different notations to describe data flows, tran-
sitions, and control of the process being modeled. Some of these notations describe
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these elements with graphical languages. Most of them propose an XML binding
to facilitate the export of the process to different enactment engines.

Various groups and associations are actively working on the definition of stan-
dard models and languages that allow for the description of both the business
process and of its instantiation and execution. OASIS [31] is refining the language
WSBPEL, WIMC [11] has proposed XPDL, and BPMI [2] is responsible of a
notational model for process description called BPMN [3].

As for e-learning systems, the main interest of workflow or business process
modeling languages is to provide a vocabulary and a grammar sufficiently rich as
to express any business model in a way that can be understood and implemented
by a workflow management system.

In this section, we study in detail the process modeling language XPDL, XML
Process Description Language. XPDL is the language proposed by the Workflow
Management Coalition and it is part of a broader architecture proposed as the
reference model for the definition, implementation, and interrelation of application
intended to support the modeling and execution of business process workflows.
Section 2.4.1 presents the WfMC reference model. Section 2.4.2 presents the
XPDL language, and in section 2.4.3, we describe various existing support tools.

2.4.1 Workflow Reference Model

The Workflow Management Coalition (WfMC) [11] defines a workflow as being
the total or partial automatization of an industrial process. The workflow helps
automatically support processes that include the circulation of information, docu-
ments, or tasks between participants based on a set of rules. A workflow manage-
ment system defines, manages, and executes workflows. Workflow execution, also
called enactment, consists of the execution of its composing activities as well as of
the applications and environments associated with these activities. The workflow
control model determines the execution order of those elements.

The workflow reference model proposed by the WEMC is described in terms of
a central component, the system engine or workflow enactment service, and of five
interfaces between this engine and the other components of the system (Fig. 2.7).
Interface 1 makes the link between the engine and process definition tools. It is
through this interface that a process description—an XPDL document—is passed
to the engine to be executed. Interface 2 makes the link with the client applications.
Interface 3 helps connect and launch the tools that are used in the different activities
of the workflow. Interface 4 allows for the interaction between different enactment
engines. Finally, interface 5 describes the process audit and management services.

2.4.2 Process Description Languages or Workflow Models

Interface 1 of the workflow reference model gives the enactment engine the defini-
tion of a process it has to execute. The definition of a process is “the representation
of a business process in a form that support automated manipulation, such as mod-
eling, or enactment by a workflow management system” [46]. This definition or
model includes a structured organization of individual steps called tasks or activ-
ities; the definition of agents or human actors who can execute a particular task;
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the roles or actor types and the dependencies or transitions that describe the ac-
tivities’ execution order and conditions, and finally the resources; and the external
applications that are available to the actor of an activity [6,23].

The main component of the workflow model is the workflow itself. This flow
includes all the activities of the process as well as the transition rules between these
activities and the data flow between them. The concept of transition and control
pattern is central to the model. Definition process languages propose different
kinds of transitions and control pattern (sequence, parallel paths, synchronization,
multiple choice, single choice, etc.).

2.4.3 The Conceptual Elements of XPDL

The XML Process Definition Language (XPDL) was produced by the Workflow
Management Coalition (WfMC) in 2002 [46]. Version 2.0 of the language is being
defined and a draft was published in February 2005. This new version is fully
compatible with version 1.0 and its main modification is its intended compatibility
with the Business Process Modeling Notation (BPMN) defined by BPMi [2].

The goals of XPDL are (1) to provide a business process representation lan-
guage in a way that allows for automated manipulation: modeling, instantiation,
simulation, visualization, audit, documentation, etc., and (2) to clearly distinguish
between the process definition and the process execution and to provide an inter-
face between the process modeling and the process execution so as to be able to
link different modeling tools with different execution engines.

XPDL describes the high-level entities that appear in a process definition
(Fig. 2.8).

The rest of this section presents the main elements of the XPDL language, in
its version 1.0. First, we present the elements that have a scope global to various
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process definitions, then the ones that are local, whose scope is only one process
definition.

The Package Structure: In a XPDL definition, the element with the broader
scope is the package. It contains elements shared by all the processes inside it
as well as the definition of each of these processes. Table 2.1 describes the most
relevant elements of a package.

The Structure of a Process: The building piece of a process is the activity.
A workflow process activity represents a task to be made. An activity is executed
by a participant or by a resource (link with the workflow participant specification
or with the workflow relevant data) eventually using an application (link with the
workflow application declaration).

An activity may be a whole subprocess having its own activities and related to the
main process by the subprocess definition elements. An activity may be a structured

TABLE 2.1. Elements of a XPDL package. The graphic icons are the graphical representation
of these elements in the graphical editor, JaWE [9]

Element Name Description /Use
Workflow Participant Participants are part of the organization model.
Specification

Workflow Application XPDL allows the declaration of tools or appli-
= Declaration cations that will be invoked by the workflow
process.

Workflow Relevant Data ~ Represents the variables in a package defini-
tion, used by activities, processes, and subproc-
esses.

ﬁ External Packages Definitions in other XPDL packages that could
be referenced in this package.
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TABLE2.2. Elements of an XPDL process. The graphicicons are the graphical representation
of these elements in the graphical editor, JaAWE [9]

Element Name Description /Use

@ Workflow Process This element represents a workflow
process definition.

Generic Activity Represents indivisible steps in a
workflow process.

__!j] Route Activity This kind of activity is used for
control flow and synchronization of
other activities.

(:3‘ Block Activity Set of activities and transitions en-

— closed in a single activity.

ﬂ Subflow This kind of activity represents a

new process definition. This proc-
ess could be invoked in a synchro-
nous or asynchronous way.

A Transition Information A transition represents the link be-
tween two activities. It contains a
condition to determine if it will be
activated or not.

block of activities, the activity block, composed of a set of more basic activities, the
activity set. Finally, an activity can be an atomic task, the atomic activity. Activities
can be generic, if they make part of the process, or route activities, used for control
purposes. One particular route activity is the empty activity (Table 2.2).

Participants and Roles: Workflow participant specification contains informa-
tion on the potential actors of the different activities. These participants may be
human or machine agents. The specification includes the possibility of linking this
element with a bank of participants or resources. Another concept, the workflow
application declaration establishes the interface between the workflow and the
applications and services it needs to call to support a particular task.

Relevant Data: XPDL specifies two types of data: the workflow relevant data,
which are data generated during the enactment of the process, and the system and
environment data, which help describe the execution context. Both types of data
can be used in the activities and in the transition condition as well as interface
parameters to pass data to other system components.

Extended Attributes: These elements represent information that can be inter-
preted and used by the tools, allowing for the particularization of the process to
some tool properties.

2.4.4 Tools for Workflows

In this section, we analyze some existing tools that help define and execute process
described in XPDL.. Each tool is described in terms of its functionality. For each
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one, we present the main extended attributes used to implement particular aspects
not specified in the standard.

JaWE: A Process Editing Tool: XPDL representation of processes may be
complex and difficult to visualize and trace in a textual way. Graphical editing
tools should be used. The new version (version 2.0) of XPDL includes information
that helps manipulate the display of the process main elements by any design tool.
Each application will be able to create a special element called nodegraphinfo to
store information on the presentation of the elements. Information generated by
one application could be reused by another one.

However, existing process editors still work with version 1.0 of XPDL. In this
version, the only way to deal with the presentation of elements is the use of extended
attributes.

Enhydra JaWE [9] is a tool to design workflows compatible with XPDL version
1.0. JaWE is a graphical workflow editor. With JaWEi+ is possible to design a
process in a graphical way and generate its XPDL representation. It is also possible
to import XPDL process description and to visualize them graphically.

Being built on Java 1.4, JaWE installation requirements are minimal. It runs
on UNIX and Windows. Additional required libraries are distributed with the
application.

A process in JaWE is contained into a project. The definition of a process
in JaWE is made top-down in two steps. Entities at the package level, such as
workflow application declaration, workflow relevant data, workflow participant
specification, extended attributes, external packages, and data types, are defined
in the first step. In the second step, one can create workflow processes inside this
package. Inside a workflow process, one can define the following entities: process
definition, application declaration, relevant data, transitions, and process activities.

JaWE offers the possibility of validating the process defined, according to XPDL
version 1.0 specification. Thus, while building the package and the composing
process flows, the designer may validate it and identify the wrong parts.

JaWE uses extended attributes for the activities, the transitions, and the workflow
process. These attributes are explained in Table 2.3.

TABLE 2.3 XPDL extended attributes in JAIWE

Extended attributes in the activities Use
Participant ID Role in charge of the activity

X Offset Offset in the x axis of the activity
Y Offset Offset in the y axis of the activity
Extended attributes in transitions Use

Routing Type Transition type

Extended attributes in the process Use

Start of workflow Initial activity of the workflow
End of workflow Final activity of the workflow

Participant visual order Ortder of presentation of the participants in the editor




2. Bridging the Gap Between E-Learning Modeling and Delivery 45

Process Execution Tools: A second group of workflow tools concern work-
flow execution engines. These engines can import business process definitions,
described in XPDL, and launch and execute an instance of the process described.

There are quite a few workflow-editing tools, and various execution engines have
been developed, many of which are GPL licensed, and many others are commercial
products. In this section, we describe two of these execution models: WFMOpen [5]
and Enhydra Shark [10]. Both are widely used; they are GPL and LGPL licensed,
respectively, and both use J2EE technology in their implementation.

WFMOpen

WFMOpen is a tool developed on J2EE that offers a component for process exe-
cution based on a set of Java interfaces. This component is based on the WfMC
specifications as well as on the specification Workflow Management Facility V 1.2
of OMG [34].

From a functional perspective, WFMOpen offers services to import process
definitions defined in XPDL, to instantiate them, to manage the created instances,
to assign participants to the instances, to assign products to the activities, to call
external tools, and to control the workflow of these instances. In addition, it of-
fers workflow monitoring and management services as well as some services for
the construction of client applications. The workflow components may manage
an unlimited number of instances of the original process. These instances, once
launched, are independent of the original process definition.

From a logical perspective, the tool has a central component called Danet’s
Workflow Component that offers the basic functionalities of the execution engine
in charge of the execution of the process instances. This component has three
sub-components: Workflow Core, Workflow Engine, and Resource Assignment
Facility.

The Workflow Core facilitates process creation and instantiation and controls
the execution of the created instances. The Workflow Engine subcomponent is in
charge of the activation of the activities, and the subcomponent Resource Assign-
ment Facility is in charge of the resource assignments.

The main component, as well as its subcomponents, is implemented through
five packages that compose the API of the Workflow Engine. Those APIs are the
component workflow API, the workflow management system API, an API for the
invocation of application control agents, an API to use the resource assignment
service, and an API to use the resource management system.

The workflow component uses a set of extended attributes inside the imported
XPDL process definitions. The list of extended attributes used by this component
is presented in the Table 2.4.

Enhydra Shark

Enhydra Shark is a workflow engine based on WfMC and object management group
(OMG) specification; thus, it used XPDL 1.0 as the process description language.
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TABLE 2.4 XPDL Extended attributes used by the WFMOpen workflow

component
Attribute Use
Implementation Extension used inside the declaration of applications.

This attribute is used to specify the behavior of the
tool to be used.
Remove Closed Process Establishes how the engines will discard the ended

processes.

Debug Indicates if the processes are started in a debugging
mode or not.

Audit Event Selection Indicates which events will be audited during the
process execution.

Store Audit Events Indicates if the selected events will persist in an event
log or not.

Deferred Choice Indicates if a transition AND-Split must be executed

following the pattern Deferred Choice.

Shark may be used as an embedded library in different types of applications, either
in Web environments or in more traditional client/server applications.

The most important feature of Shark is the fact that it does not use extended
attributes for the process definitions. The process definitions handled by Shark are
easily transferred to other editing or execution tools.

Moreover, thanks to its common object request broker architecture (CORBA)
[33] interface, Shark may be used by different clients. It offers also a mechanism
to make the integration with LDAP [25] for the use of information on established
organizational structures.

2.5 Translation Scheme

The scope of the translation scheme is the model of control from IMS-LD to XPDL.
Only level A is considered.

This section presents a common vocabulary in order to describe, in the same
terms, the subjacent models of control of IMS-LD and XPDL. The reason to
introduce this vocabulary is to avoid the ambiguities raised because of the use of
the same terms with different meanings in the models.

The first subsection presents the elements of the static model; the second sub-
section presents the elements of the dynamic model; the third subsection describes
the model of control of IMS-LD; the fourth subsection describes the model of
control of XPDL; and, finally, the fifth subsection shows the proposed translation.

2.5.1 Static Aspects of the Common Model

This subsection introduces some static elements of a process model. They are an
abstraction of the main characteristics of the e-flows and the w-flows:

Role: A role defines a type of actor by characterizing its responsibilities and/or
abilities, and by associating a name. An actor can play various roles and many
actors can play the same role.
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Datatype: A datatype defines the structural characteristics (syntactical) that
represent the possible elements in the domain of application. There are (predefined)
simple datatypes and complex datatypes defined by the use. A simple datatype has
a name and a set of values. A complex datatype has a name and a description of
its composition.

Activity: An activity is a discrete task with a start, an end, and a well-defined
objective. The activity has associated a role, which describes the responsible actor
of the task, and, it can have a set of services and tools to be used by the actor, if
required. Moreover, an activity is characterized by a set of input data (to be used
by the actor) and a set of output data (to be produced by the actor). An activity can
be instantiated only once or multiple times simultaneously.

Transition: A transition defines an order relationship between two activities.

Process: A process is a structured set of activities that share a defined common
objective. Structured means that the activities are executed following an established
order defined by some rules in the model of control and based on transitions. A
process has an execution context consisting of a set of data (name and type). This
context allows the manipulation of information shared by all the activities in the
process; the data in the context are used to make decisions at run time.

Services and Tools: Services and tools are elements not controlled by the exe-
cution engine; nevertheless, an actor can use them, based on his own decisions, to
achieve the objective of the activity. The tools are used by the actor to transform
data, whereas the services are used by the actor to acquire knowledge, communi-
cate something, participate in a discussion, etc.

2.5.2 Dynamic Aspects of the Common Model

This subsection introduces some concepts that appear at run time.

Actor: The actor is responsible for transforming or creating data to accomplish
the objective of an activity by means of services and tools to perform the associated
task. The execution model should include a policy to assign actors to instances of
activities.

Data: Data are the values that elements in the application domain can assume.
These elements are typed and have a name.

Process Instance: A process can have several instances at run time, and
each one serves to accomplish the defined objective in the process definition.
Each instance has its own execution to be used by the activity instances of the
process.

Activity Instance: When a process is instantiated, at the same time all its
activities are instantiated too. An activity instance can be in one of the three states:
inactive, active, or finished. Each activity instance has its own execution context
consisting of the received input data and the global data of the process instance to
which the activity belongs.

The execution engine follows the order defined by the transitions and uses the
process and activity context to determine if a transition can take place or not. The
set of transitions arriving at an activity determines if the activity can be initiated
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or not. Furthermore, it should be defined if the activity instance will be executed
in sequential or parallel mode.

Model of Control: The model of control includes the elements whose life
cycle is administrated by the execution engine. It means that the elements whose
execution is controlled by the actor are not part of the model of control.

2.5.3 Model of Control of IMS-LD

IMS-LD uses a theatrical metaphor to define pedagogical processes in a stan-
dard way. Furthermore, the metaphor predefines some control structures assuming
similar to every pedagogical model.

In the theatrical metaphor, the notion of transition is not explicit, although the
metaphor establishes an organization among the activities, given as a result a
predefined topology of control. Figure 2.9 shows the conceptual structure of the
model of control in IMS-LD.

The execution engine interprets the structure shown in Figure 2.10 as follows:
the plays, in a method, are executed simultaneously. The acts in a play are executed
in a sequential way following the order in which they were defined, i.e., an act
is not initialized until its predecessor was finished. The role-parts are executed in
parallel. The activity-structure, in a role-part, can have sequential or selection type.
If the type is sequential, the set of activities associated with the activity-structure is

play-1

play-2 role-part1

play-k role-part2
role-partk

1tion of a method.
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executed in a sequential way. If, on the contrary, the type is selection, the role-part
finishes when a number of activities, greater or equal to a predefined minimum,
finishes. Finally, if any of the activities in the role-part is a support activity and
this has associated a group of actors, the execution engine has to create an instance
for each actor in the group, and the support activity finishes when all the instances
finish.

Figure 2.11 illustrates a learning activity being performed by a learner. In a
structure called the environment, the actor has available services, tools, and learning
objects. The use of the elements in the environment is decided on and controlled by
the learner and not by the execution engine. The input data to the activity are values
of properties and they are in a set called a dossier. The actor performing the activity
can modify the data in the dossier. The actor decides when the activity is finished.

Levels B and C of IMS-LD imply an extension to the model of control. In
that case, the execution engine should take into account that some elements, in
particular, the activities can become visible or invisible inside a process instance.
It means that the graph of control is changed at runtime.

2.5.4 Model of Control of XPDL

The XPDL model does not have a common metaphor because there are a vast
number of application contexts for the workflow process. It can range from a
process to fulfill a request for a credit in a financial company, to a process to develop
software. For this reason, the language has to provide the necessary structures to
describe different control flows.

In XPDL a process is defined as a set of activities and a set of transitions, where
the transitions define a partial order among the activities. There are four types of ba-
sic activities: (1) simple, which represents a punctual activity or a routing activity;
(2) ablock activity, which is a group of activities perceived as a unit, (3) a subflow,
which represents a synchronic or asynchronic execution of an independent process;
and (4) an application, which encapsulates the execution of an external application.

A transition relates two activities and has a condition associated with it. At run
time, if the evaluation of the condition is true, the transition can be done.
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activity
in-transitions out-transitions
—>
—_— —
— —
precondition postcondition
Join: AND/OR Split: AND/OR

FIGURE 2.12. Model of control of XPDL.

The model of control of XPDL is described inside the activities by means of pre-
conditions and postconditions (Fig. 2.12). A precondition determines if an activity
can be initiated, taking into account the set of transitions arriving to it. There are
two possible cases: (1) the activity is initiated when, for all the transitions arriving
to it, the condition is true (Join-AND); or (2), when for at least one transition, its
condition is true (Join-OR).

A postcondition determines the set if activities to be executed after the current
activity. There are two possibilities: (1) all activities reached by a transition from
the current activity are executed (Split- AND); or (2) only the activities reached
by a transition from the current activity, whose condition is true, are executed
(Split-OR).

2.5.5 The Proposed Translation Scheme

Our translation scheme is centered on the model of control. This subsection de-
scribes the translation of the theatrical used by IMS-LD to the XPDL language
constructors and the limitations of a direct translation.

Translation of the Theatrical Metaphor: This subsection presents the trans-
lation scheme in a top-down approach. Furthermore, we use the workflow patterns
proposed in [42] to help explain the translation.

Method

A method is translated to a Block Activities in XPDL; each activity represents one
of the plays defined in the method. Block Activities are executed in parallel and
do not need to be synchronized. Figure 2.13 illustrates the translation. This is an

Play 2

of a method to XPDL.
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Act 1.1 Act 1.2 Act1.3

FIGURE 2.14. Translation of a play to XPDL.

example of a method with two plays executed in parallel. This type of execution
corresponds to the parallel split pattern, and to the implicit termination pattern
[42].

Play

A play is translated to a Block Activities in XPDL; each activity represents one
of the acts defined in the play. The activities are executed in a sequential order,
using the sequence pattern [42]. Figure 2.14 presents a play composed by three
acts; they are executed in sequence. The conditions of the transitions are all true,
the pre-condition is a Join-OR and the postcondition a Split Join-OR.

Act

An act is translated to a set of Block Activities in XPDL; one for each role-part.
They are executed in parallel and synchronized when all are finished. Figure 2.15
shows an act composed of two role-parts and synchronized using two routing
activities. This translation follows the parallel split and synchronization merge
patterns [42].

The first routing activity has as its postcondition a Split-AND on the role-parts
included in the act. The second routing activity synchronizes the termination of
the role—parts executed in parallel, and its precondition is a Join-AND.

Role-Part

Arrole-partis translated as a Block Activity that contains the activities of its activity
structure. There are two cases to be considered according to the activity-structure
type (sequence or selection).

RP 1.1.1

N
N

Route 1 ) ] Route 2
RP 1.1.2 /

FIGURE 2.15. Translation of an act in XPDL.
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Route 1 Route 2 LActivity1
— >
A
SActivity2
/ LActivity3
Route 3 / Route

FIGURE 2.16. Translation of an activity structure (selection type) in XPDL.

In the sequence case, the activities in the Block Activity are executed according
to the sequence pattern [42]. In the selection case, the translation uses the arbitrary
cycle’s pattern [42], as shown in the example of Figure 2.16.

Figure 2.16 shows a role-part composed of three activities: two learning-
activities (LActivity 1, LActivity3) and, one support activity (SActivity2). The flow
of control starts with a routing activity (Route 1) followed by a second routing ac-
tivity (Route 2). Route 2 uses a Split-Or postcondition (with exclude conditions)
to choose during an iteration, with only one possible transition. Once the selected
activity is finished, Route 3 is initiated. Route 3 decides if a new iteration has to
be executed or not, by verifying if all the selected activities have been executed.

In the case of multiple and simultaneous instances at run time, it is possible
to make the translation but with a restriction: a predefined maximum number of
instances to be created at run time has to be known. This scheme follows the
multiple-instances run-time pattern [42].

Limitations of the Direct Translation: There are at least two characteristics
of the model of control of IMS-LD that cannot be translated directly to XPDL:
the possibility to create at run time an arbitrary number of instances of the same
activity, and the possibility to modify the visibility of the activities at run time.

To solve the first problem, we have defined the restriction on the maximum
number of instances to create. The second problem appears in levels B and C of
IMS-LD, which are out of the scope of our work.

2.6 LDX-Flow Tools

This section describes LDX-Flow. This is a set of tools to support the life cycle of
a learning design. The strategy used to define the tools was the transformation of
learnflows into workflows. The tools were developed as a part of a collaborative
project between the University of Los Andes and the Téléuniversité du Québec
(TELUQ).

The section has four subsections: the first three describe the functional, logical,
and physical architectures, and the fourth presents some of the results achieved
during the experimentation.
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FIGURE 2.17. Learning design life cycle.

2.6.1 Functional Architecture

Figure 2.17 presents the life cycle of a learning design.

LDX-Flow allows the creation, editing, translation, and execution of a unit of
learning defined using IMS-LD. LDX-Flow is a set of five tools that support the life
cycle presented in Figure 2.17. In Table 2.5, we summarize their main functionality.
Currently, our tools are limited to manage learning design descriptions compatible
with level A of IMS-LD. Levels B and C are not yet supported.

Functionality of the LDX-Editor: By means of the LDX-Editor (Fig. 2.18), it
is possible to create and edit learning designs using the IMS-LD standard. A user
(for example, the instructor) can manipulate, in an interactive way, concepts like
method, play, component, activity structure, learning activity, support activity,
etc. LDX-Editor facilitates the visualization of the course through a graphical

TABLE 2.5 The set of tools of LDX-Flow and their relationship with the process in the life
cycle of a learning design

Process Tool Description

Authoring LDX-Editor Allows the editing of learning designs using the IMS-LD
elements. Once the information is edited, this could be
stored in an XML file following the standard specification.

Production LDX-Translator Partially supports the production of a learning design. It
corresponds to the translation of the control model defined
in IMS-LD and to the control model of the XPDL language.

Delivery LDX-Enactor Executes instances of XPDL processes, which were generated
using the LDX-translator tool.
LDX-Client Allows the diverse actors of a learning unit to interact with
their execution instances.
LDX-Admin Offers services of administering and monitoring the elements

involved in the execution.
LDX-Resource Offers'services of assigning resources to the activities.
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[XaXs) LDX-Editor

IMS-LD Course [ LDX-Editor | IM5-LD View  XPDL View |
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> Roles

¥ L7 Activities
_ Versailles_Overview
Preparaticn_intro
GB_Objectives
> Environments

- Method = Identifier; Versailles_Owverview
¥ .7 Play Title: Versailles Experience Aims and Objectives
> |3 aal Environment-Ref: Versailles_Aims
> |3 a2
> act3
Console:

[20:59:49] Info - Translating IMS-LD file ....
[20:59:49] Info - XT processor started ..
[20:59:49] Info - Applying XSL transformations ...
[20:59:49] info - XPDL file successfully created ...

FIGURE 2.18. LDX-Editor.

presentation based on a tree that shows the composition of the different elements.
Furthermore, the tool guarantees that the course built are structurally correct with
respect to the standard.

Functionality of the LDX-Translator: LDX-Translator performs the transla-
tion from IMS-LD to XPDL. The translations are done according to the schema
presented in section 2.5. Moreover, the tool can add to the output XPDL file the set
of extended attributes required for the JaWe editor to visualize the XPDL process.

Functionality of the LDX-Enactor: This tool allows the instantiation and ex-
ecution of the processes created in the LDX-Editor and translated by the LDX-
Translator. The tool is responsible for the management of the enactment of the
processes. This offers services to import XPDL process definitions. Once the tool
imports the processes, they can be instantiated and executed.

Functionality of the LDX-Resource: This tool offers services to manage re-
sources. These resources are the participants (human actors) in the activities.

Functionality of the LDX-Client: This tool offers services to allow actors
to interact with an instance of a process being executed by the LDX-Enactor.
Using this tool, users can know the instance of the process in which they are
participating, the assigned activities already finished, and the assigned activities
pending initialization.

The tool has a specialized interface according to the type of role. For instance,
if the user is an instructor (staff role), he can consult the state of advancement of
every learner in his course.

Functionality of the LDX-Admin: This tool offers services for the administra-
tion and monitoring of the LDX-Enactor using JMX technology [30]. For example,
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FIGURE 2.19. Logical architecture of LDX-Flow.

by using this tool, it is possible to consult how many instances are in execution,
to review the log of the system, and to monitor the communication between the
connected clients.

2.6.2 Logical Architecture

Figure 2.19 shows the logical architecture of the suite of tools of LDX-Flow.

The goal of the design of the architecture was to allow each tool to support
a process in the life cycle of a learning design. The editor allows the edition of
learning units in IMS-LD and the connection to the translator to produce XPDL
files. The translator receives learning designs and applies the transformation needed
to produce correct XPDL documents. The enactor imports these documents and
allows the instantiation and execution of processes defined there.

The LDX-Enactor tools serves as a bridge between the other tools composing
the architecture. First, the enactor offers services to the client components (LDX-
Client). Users through a browser access the client components. Second, the LDX-
Enactor offers services to the administration and resource tools.

2.6.3 Physical Architecture

The logical architecture, presented in the preceding section, has been implemented
using the Java 2 Platform, Enterprise Edition (J2EE) platform [28], specifically on
the JBoss Application Server (JBoss) container [18].

We used session and entity Enterprise Java Beans (EJB) components to im-
plement the tools: LDX-Translator, LDX-Enactor, and LDX-Resources. Oracle
database [35] is in charge of the management of the persistence data. The LDX-
Client was 1mplemented as a set of Web components (JSPs and Servlets). The

emente XM technology [30]. Finally, we used Java
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2.6.4 Evaluation of the Tools

The master’s program of the systems and computing engineering department of
the University of Los Andes offers a seminar whose purpose is for the students to
describe the state of the art of their research topic. The process defined, to achieve
the goal, consists of a series of activities performed by instructors, students, and
teaching assistants. The mechanics are based on the sequential assignment of a set
of readings, preparation of reviews, discussion of the reviews in small groups, and
publication, for the whole class, of a synthesis. The instructors have as task, the
assignment of the readings, the participation in the discussion sessions, and the
validation of the results. The teaching assistants have the administrative support
to everybody in the class as their task.

During the first semester of 2005, we defined, using IMS-LD, a learning design
to model the process described above. The process was executed with a group of
15 students, two teaching assistants, and four instructors. We followed a completed
process of production and delivery using the LDX-Flow tools. This exercise al-
lowed us to validate the translation scheme and to test the implementation of the
tools in a real context.

From the gained experience until now, we have defined three lines for our future
work on this project. In the first place, we know that it is necessary to perform
a validation on a larger scale, to consolidate the tools, and to validate, in other
contexts, the translation scheme proposed. In the second place, we would like to
evolve the translation scheme to use the version 2.0 of XPDL. Finally, we would
like to study some ways to use the extended attributes of XPDL to support levels
B and C of IMS-LD.

2.7 Conclusion

Current educational modeling languages, in particular the standard IMS-LD, offer
a rich framework for the description of multiactors and adaptable pedagogical
models. These properties create new requirements for e-learning delivery engines.
While some IMS-LD editing tools are being released, no delivery engine is yet
fully IMS-LD compatible.

On the other hand, workflow management systems also manipulate workflow
modeling languages to describe business processes. One broadly accepted process
description language is XPDL, the language proposed by the Workflow Manage-
ment Coalition. XPDL is supported by various commercial and shareware editing
and execution tools.

This chapter has explored the differences and similarities between e-learning and
workflow systems. The establishment of a common vocabulary between IMS-LD
and XPDL has helped identify translation possibilities, has shown the expressive
power of workflow control pattern, and has clearly identified particular elements
of the e-learning world that might be difficult to translate into workflow modeling
languages and to execute by workflow enactment engines.
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The translation schema proposed as well as the LDX-Flow set of tools that
have been developed, although reduced to level A IMS-LD components, are a first
attempt to implement the support of the whole life cycle of an IMS-LD-compatible
learning design: design, production, and delivery are automatically supported by
LDX-Flow. The evaluation made has proven the validity of the process and the
compatibility with the standards involved.

It is worth noting that the translation step opens broad possibilities for both
e-learning and workflow management communities. In fact, one can imagine var-
ious life cycle paths such as editing an LD with the graphical editor MOT+-,
publishing it with LDX-Flow, and delivering on a workflow process engine.

The new process engine will take advantage of the analysis we have done to
understand the subjacent models of IMS-LD and XPDL. The classification of
concepts as the static ones and as those that only appear at run time has allowed
us to better understand the requirements a process engine should meet to fully
support the execution of an LD expressed on IMS-LD.

More conceptual research concerns the analysis of the differences encountered
and of the possibilities of enriching both models with features included in the other
model.
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A Toolkit for Building Geo-Referenced
Lessons: Design, Implementation,

and Praxis

SYLVAIN GIROUX

Abstract. We coined the term mobile lessons for lessons held outside traditional
classrooms. During these lessons, all actors are mobile and must move to perform
the required tasks. Themes tackled in such lessons may be as varied as geography,
history, ecology, dialects in linguistics . . . Mobile lessons are not a new teaching
strategy, but mobile devices may render them more efficient and more attractive.
The aim is to put students in conditions germane to the ones in which experts work.
We implemented in Java a toolkit for creating and using mobile lessons and for
monitoring students on the field. Contents and questions are described in XML.
Using this software, teachers of a high school in Sardinia (Italy) developed and
experienced a mobile lesson on the archaeological site of Nora. In light of this
experiment, a wireless, distributed, and more sophisticated version of the software
was implemented.

3.1 Introduction

The real world is a marvelous teacher. Why not use it as a complement to lessons
in classrooms? Students would acquire better knowledge by going into the field,
looking for information, and observing the real phenomenon. They would feel
more involved and autonomous. Long ago, field lessons were generally presented
on sheets of paper. A predetermined sequence of questions and actions was planned
in advance and the questions were the same for all students. Recent advances in
technology in wireless communication, mobile devices, location-based services,
geo-referenced information, and pervasive computing enable to envision the world
as an interactive environment. In this chapter we show how technology, pedagogy,
and learning can meet to transform the field into an interactive personalized play-
ground for students. They can use such a playground to learn and deepen their
knowledge. We call this approach “mobile lessons.”

Field lessons are not a new teaching strategy, but mobile devices and information
systems may render them more efficient and more attractive. Moreover, since
device prices drop regularly, schools can afford the required material. However, the
implementation, the configuration, and the management of distributed applications

60



3. A Toolkit for Building Geo-Referenced Lessons 61

over mobile devices are too complex for teachers. So we designed and implemented
MobileLessons, a toolkit that basically offers:

* tools to help teachers create lessons capitalizing on mobile devices and geo-
referenced information;

e tools enabling students to perform mobile lessons in the field; these tools are
available through laptops, personal digital assistants (PDAs), and cellular phones;

e tools allowing teachers to monitor students in real time in the field.

The toolkit is implemented in Java. Lesson content and questions are described
in XML. The whole implementation relies on e-mate [5]. E-mate is a frame-
work for the delivery of mobile personalized geo-referenced services over many
channels (PCs, PDAs, cellular phones ... ) and using multimodality (text, im-
age, sound ... ). The platform provides distributed services over the Internet.
E-mate made these services accessible from a computer, a PDA, or a cellular
phone. A very interesting feature of e-mate is the generation on the fly of a user
interface for any device. Multiple releases of MobileLessons were implemented.
They were used to experiment in classrooms and with students, or to test and
prove concepts. We believe that this toolkit is easy and intuitive to use for teach-
ers and students, easy to maintain and deploy, and should not burden a school
budget.

In this chapter, we first describe an experiment in 2001 of a mobile lesson with
the first release of MobileLessons. In this experiment students used laptops con-
nected to GPS to explore a Roman archaeological site in Sardinia, Italy (§3.2).
This experiment is then analyzed from different perspectives: pedagogy (§3.3),
content (§3.4), system administration (§3.5), and technology (§3.6). In light of this
experiment, new tools were added and the distributed infrastructure was set. A mo-
bile lesson became then a set of distributed components called services, accessible
through the Internet. These services can be reached from different devices.

3.2 Experimentation

Thanks to MobileLessons, teachers at a high school in Sardinia, Italy, developed
and experienced a mobile lesson for the archaeological site of Nora.! This site
is very interesting from an historical perspective because it contains both Punic
and Roman ruins. The lesson was performed in June 2001 with a class of 12- to
13-year-old students.

History courses are usually done using textbooks and sometimes videos. If
lucky, students may visit a museum as a “field lesson”. Seldom the study of history
becomes a practical lesson by going onto the field. In many cities there are many
artifacts still visible and tangible as testimonies of national history. Archaeologists
use these artifacts to rebuild and interpret history.

! http://www.nora.it/.
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In Italy, part of the history curriculum of the first year of high school addresses
Roman civilization. So we decided to prepare a mobile lesson on the structure of
ancient Roman cities. This lesson has to be integrated into the general curriculum;
therefore, courses on Roman civilization were given before the mobile lesson to
prepare students for the field they were about to explore. Courses were also given
after the mobile lesson to help them reflect on their field observations and to deepen
their knowledge, as it would be the case in any science laboratory.

Sardinia is incredibly rich in archaeological and historical sites. With respect
to the content under study, Nora was the perfect site. It has a rich history and the
structure of the city is well apparent:

In 238 B.C., Sardinia was conquered by the Romans, therefore also Nora passed under the
Roman domain. It started off as the main town of the island and the governorship’s site, but
soon Karalis took its place. Anyhow also later on Nora remained an important town: it was
“Caput Viae” (town cape of a road, from which distances were calculated). The importance
of the town was testified by the presence of four (not one) Thermal Buildings, of a theatre
and an amphitheatre (not yet excavated) and of some elegant villas situated at a certain
distance from the urban centre of the town. The common people’s houses were quite small
and usually consisted in a single room at the bottom with a wooden intermediate floor on
top used as bedroom. The archaeological findings preserved in Pula Museum give a good
idea of the daily routine of the town: there are common use objects built in Nora or imported
from the various Mediterranean coasts. The slow decline of Nora began in the IV century
A.C., with the falter of the Roman Empire and when the seas became unsafe. The Vandals
(455 A.D.) the town ended its vital cycle and was gradually abandoned by the people who
chose safer inland areas. [6]

Once the content and the site were chosen, teachers started to prepare the mobile
lesson. They first identified zones of interest (agora, common people’s quarter, rich
quarter, hospital . . . ), and then “hot spots” for each zone were selected (Fig. 3.1).
A hot spot corresponds to a precise location to which significant information can
be attached. The objective was to bring students to discover these points in the
field and to infer the global structure of the city. Knowing the exact position of a
student will enable the system to ask precise questions, helping him to reflect on
what he sees. Questions may focus on

e specific artifacts visible from his position. For instance, when standing in front
of the theater, a student can see huge urns. A question asks if their purpose was
to amplify voices and sounds, to keep the wine fresh for the actors, or to store
and preserve oil and grains.

* how the place was used by people. For instance, in front of the forum the student
is asked if the forum was a place where citizens talked about politics, a place
where to take refreshing walk in the summer, or a place where one could watch
the sea to check for the arrival of vessels.

* where the place is located with respect to another one. For instance, in front of a
small thermal building, the student is asked if the drainage was in the direction
of the street and the gutter toward the sea, or toward the hills.
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FIGURE 3.1. Hot spots chosen by teachers for the Nora mobile lesson.>

So teachers first went to the chosen site with a GPS system and recorded the
coordinates of each hot spot. The information given by the GPS is a 2-tuple
(longitude, latitude),’ for instance East, 38° 59° 3,80””; North, 09° 00’ 59,72”. Each
hot spot was then associated with other information to produce geo-referenced in-
formation. Basically the information is stored in the XML files and contains a
label, a description, the GPS coordinates, questions (multiple choices, true or
false, etc.), and sometimes hints that may help to find a location or answer a
question.

Students have to find a significant place, for example the theater, and not a GPS
position. But this is not enough, because the theater is indeed a squared area whose
side is more than 40 meters long. The students must find the right position picked up
by the teacher, near the theater. So the search is more than being around the theater,
but what are the relevant locations related to a theater? When some difficulties occur
in finding the right place, explanations, help, or hints are supplied progressively.

2 The map is adapted from http://www.isolasarda.com/nora-itinerario.htm.

3 Latitude and longitude were used to represent a GPS position. For convenience, it might

be possible to transform them into UTM coordinates expressed in meters using a speciﬁc

algonthm but for our purpose it was not necessary. We made many tests about the precision
ata and we a 2 right with an 8- to 10-meter uncertainty.
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FIGURE 3.2. The first release of MobileLesson runs on a laptop connected to a GPS. In
the background there is a view of the Nora site.

They may be as wide-ranging as the teacher’s imagination can sustain: charade,
riddle, description, etc.

As stated previously, the theme of the lesson—the structure of cities of Ancient
Rome—was introduced to the students in the classroom to prepare them for the
mobile lesson. But no indication was given on the exact format the lesson would
take, neither on the software nor on the devices that will be used. Only once on
the field, the structure of the lesson, devices, and software were presented. Teams
of two or three students were given laptops connected to a Garmin GPS system
(Fig. 3.2). We wanted to motivate students and give them the feeling of a game.
Hence the mobile lesson structure was akin to a “treasure hunt.” Students had to
discover as many as possible of the significant hot spots in a limited amount of
time (45 minutes*). When they found a hot spot, they could also answer questions
related to it. A score was associated with each hot spot found and each correct
answer to questions. Each trial decreases the value of a hot spot or a question.
If students asked for hints, a question was worth less. Students could wander
wherever they want. Since the site is surrounded by fences and by the sea, letting
them roam freely was not an issue.

* The software.reads.the time-allowed-in.a-property file, so duration can be easily changed
and even personalized.
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FIGURE 3.3. Start-up window gives access to login instructions.

The start-up window gives access to the login panel, the instruction panel (Fig.
3.3), and the map panel (Fig. 3.4). To login, a user has to provide a login name
and a password. According to his roles, different tab panels are then shown. Three
roles were defined: teacher, student, and administrator. A user may fill more than
one role (Fig. 3.5). Students have access to the “Corsa al tesoro” panel (Fig. 3.6).
Teachers have access to the “Locations Editor” panel (Fig. 3.7) and the “Tests
Editor” panel. Administrators have access to the “Applications Properties” panel
(Fig. 3.9), the “Users Properties” panel, and the “All Users” panel.

Once students are logged on, a list of hot spots appears (Fig. 3.6). They can
search them in random order. When students believe they are at the right location,
that is the one identified by teachers, they ask the MobileLesson for confirmation
by clicking on the “Eureka” button. The current GPS position is then compared to
the GPS position taken by the teacher. If the current GPS position is close enough,
students get access to questions related to this hot spot. They may be general

e e are questions about what the students
ts have only to turn or move slightly to
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FIGURE 3.4. Start-up window gives access to a map.

observe the place and discover or infer the correct answers. If the position was
wrong, more information about the place is supplied. Students have to search again
and ask the software again if they are at the right place or not.

As exemplified by the experimentation at the Nora site, mobile lessons are based
on geo-referenced data. Geo-referenced data link information to a location. Not
surprisingly, mobile lesson are designed and organized along three dimensions:
pedagogy, content, and technology. The next sections further describe these axes.

3.3 Pedagogical Strategies

A mobile lesson should not be an isolated element but rather a part of a pedagogical
sequence. One of our objectives is to integrate in a lesson factors that might help
learners to build their knowledge in a constructivist spirit [3]. We believe that,
to foster the effective construction of their knowledge, students should go into
the field, look for information, and, above all, observe the real phenomenon, and
therefore act in a more personal and autonomous way. Mobile personalised and
geo-referenced systems [5] seem to be a very appropriate means to implement

selects a zone and identifies a set of
these points when they will be in the
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FIGURE 3.5. A user may fill many roles. When a user is a student, a timer is displayed.
Since this user fills all the available roles, this snapshot shows all the tab panels available
in the system.
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FIGURE 3.7. Hot spots editor.

field (Fig. 3.1). Once having found a hot spot, students have to answer questions
about the place where they stand. Students have to observe all kinds of details
around them to give correct answers. Mixing general questions with observation
questions leads students to deduce the behavior of people of an ancient civilization,
their scientific level, their arts, etc.

In our experimentation at Nora, a decisive means to motivate students [1] was
by giving the lesson the look and feel of a game. Time constraints (Fig. 3.5, top
right) and scores (Fig. 3.6, right) are associated with the discovery of hot spots and
with answers to questions. The fewer attempts made to find a hot spot, the higher
the score is.

3.4 Content in a Mobile Lesson

Our approach is not a purely constructivist one. A mobile lesson is part of a
pedagogical sequence where traditional courses occur before and after the lesson.
Students do not have to discover all the content by themselves. Yet content remains
always at the center of the activities. Accordingly, the four steps of a mobile
lesson life cycle of are (1) identification of relevant content by teachers (§3.4.1),
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(2) introduction of content to students (§0), (3) acquisition of content by students
(§3.4.2), and (4) reflection on content in the classroom (§3.4.3).

3.4.1 Design of the Lesson: Identifying Content

As a first step in mobile lesson life cycle, teachers design the lesson and prepare
pedagogical material. A synopsis is made defining the theme—the structure of an
ancient Roman city—and the objectives—to discover the main buildings (Forum,
theater, temple . .. ), their use (politics, religion ... ), and their relative location
in a Roman city (poor quarter, rich quarter, marketplace . . .). An appropriate site
is identified—Nora was chosen. Two teachers went to the Nora site to get a better
idea of the archaeological elements that were present and to discuss the lesson
organization and structure. Later teachers went to the site to gather geo-referenced
data. They bring a laptop equipped with a GPS. Using the “Locations Editor”
panel of MobileLessons (Fig. 3.7), they named and collected GPS coordinates
of relevant spots. This information was saved in XML files. Back at school, they
prepared location-based questions using the “Tests Editor” panel (Fig. 3.8). Finally,
the teachers prepared helpful hints that students might receive, and completed the
lesson description. During this step, a scenario describing tasks to perform was
also elaborated. A free-wandering approach was selected: no order was imposed
on the hot spots to discover.

3.4.2 Presentation to Students: Introducing Content

Once the lesson was ready, teachers introduced basic related content to the class.
They informed students of the forthcoming mobile lesson without giving too many
details. They also presented to students a map of Nora.

3.4.3 Lesson on the Field: Acquiring Content

Then students went onto the field. Once on site, the tasks to do, rules of the game,
device manipulation, and software were explained. The lesson was carried out in
teams of two or three students. As explained before, they had to find the places
spotted by teachers (Fig. 3.6). We noted that, while teachers were reluctant to use
devices and software, being afraid of breaking them, students had no problems
with the technology and were rather eager to use it.

Learning in the field is not restricted to history. Themes addressed by mobile
lessons may be of great variety: geography, linguistics, botany . . . For instance, to
study the evolution of a language, students can track traces of a dialect in everyday-
artifacts, for instance by identifying the Sardinian origin of shop names, products,
streets ... To study botany, they can go to a park searching for specific trees,
collecting samples of leaves, taking photos or notes on tree shapes, and analyzing
them back in class. Thus, depending on the lesson theme, they may have to observe
monuments or site details, take notes, answer questions, and take photos.
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FIGURE 3.8. Questions editor.

3.4.4 Back in the Classroom: Reflecting on Content

Once back in the classroom, the lesson is not yet finished. It is time to analyze the
collected data. For instance, based on their answers and observations, students can
reflect on the structure of Nora, and the location of the rich quarter, the poor quarter,
the marketplace, the hospital, the sea . .. They can write reports. Research on the
Web can deepen their knowledge. Teachers may also provide further explanations
and do a general synthesis.

3.5 Administrative Tools
Since this software has to be used by nonexperts, specific panels were provided to

ed by the program. The “Application Prop-
on files related to users, the site name,
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FIGURE 3.9. The “Application Properties” panel allows consulting and modifying infor-
mation on user management, site geo-referenced data, and accepted discrepancy between
hot-spot GPS positions recorded by teachers and student GPS locations.

the number of hot spots, the folders containing the XML files describing hot spots
and questions, and the error range accepted with respect to the recorded GPS po-
sition (Fig. 3.9). Since GPS is sensitive to many factors, the last parameter enables
adjusting to current conditions. For instance, precision may vary according to
weather conditions. The “Users Properties” panel allows choosing authentication
mechanisms and the class of instances used by the application and other related
parameters, for instance the location of the users’ data (Fig. 3.10). This informa-
tion is particularly useful when the abstract factory design pattern is used [4]. The
“User Management” panel enables managing users and editing their login name
and password (Fig. 3.11).

3.6 Technology: Devices and Software

This section addresses issues related to devices and software. The experimentation
in Nora described in this chapter was the starting point of the MobileLessons
application (§3.6.1). This first release provided many interesting hints that led
to the implementation of a version designed for PDA-like devices (§3.6.2), and,
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finally exploiting wireless networking and location awareness, new services were
designed to make learning more interactive and collaborative (§3.6.3).

3.6.1 Mobile Lessons, Release 1.0

Release 1.0 of MobileLessons experimented in Nora (§3.2) is a stand-alone ap-
plication. Each laptop runs a single lesson. Lesson data were also stored locally.
No network connection was available. A Garmin GPS was connected to the laptop
through a serial port. The implementation was in Java. The javax.comm Extension
Package was used to read data provided by the GPS on the serial port. Data were
encoded according to National Marine Electronics Association (NMEA) standards.

Inconveniences experienced by students were related to walking on a sunny site
with a device that is a bit heavy, that requires caution, and on which it may be
difficult to read due to the glare of the sun. Since all data were manipulated locally,
one has to be careful when gathering user data coming from different laptops.
Finally it was clear that a network was a necessity to implement some interesting
features. For instance, the game would preferably be played simultaneously by
many students to increase their emulation, which was not possible with the current
setting.

3.6.2 Mobile Lessons, as Location-Based Services

The next natural step was then to transform the stand-alone version of Mobile-
Lesson into a location-based service [7]. The aim was to provide wireless access to
the network and to run the application on PDAs, cellular phones, or other similar
devices. So the next release used the infrastructure provided by e-mate to deliver
on-line services [2,5]. As a result, the software and devices used on the field
changed while lesson content remained the same.

A mobile lesson is then defined as an e-learning distributed service that delivers
adapted geo-referenced information on request. Figure 3.12 shows the architecture
of the system. Only a part of the service is loaded on the terminal tier. As several
PDAs are simultaneously connected, an HTTP server manages for each device
the service remote tier. This server finds resources required by the service on an
application server. The services portal is used for service discovery. PDAs exchange
data with the HTTP server through XML documents [9,10].

3.6.3 Mobile Lessons, Toward New Services

The last release of MobileLessons integrates the comments of people involved in
the process. We improved the data presentation, and new modules were added.
Teachers can then use a laptop to monitor either all the students in the field, or just
one by selecting him from the list of students (Fig. 3.13). Teachers may also chat
with the students, broadcast messages, or send messages to a specific students.
On their part, students may chat with or send messages to teachers and to other
students.
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3.7 Conclusion

In this chapter, we described how technology can improve field lessons by exploit-
ing geo-referenced information and mobile devices. Such mobile lessons are built
on three complementary axes: pedagogy, content, and technology. The concept of
a mobile lesson was first experimented at the Nora archaeological site for teach-
ing the infrastructure of ancient Roman cities. Generic academic content proved
quite easy to map to a geo-referenced instance. Involvement of teachers in the
preparation of this lesson was decisive. The satisfaction of all students involved,
their desire to repeat the experience, and the feedback of teachers indicate that
the experience was a great success. In light of this experiment, it is also clear that
a lesson should result from a multidisciplinary effort. Teachers are in charge of
lesson structure and content. Computer scientists are responsible for software and
the devices needed to support the lesson on the field.

Then we improved the structure, the features, and the implementation of
MobileLessons. In particular, it was transformed into a location-based service.
As a result, we got an implementation of a specialized toolkit for building and
using “on the field” lessons based on geo-referenced information. This toolkit pro-
vides services to teachers to design a mobile lesson and to monitor and interact
with their class while on the field. E-mate enables deploying such a wireless mobile
lesson on the field to any devices.

As our main conclusion, we claim that a playful and motivating context that
allows students to integrate various types of information, to attempt in a real setting
to search for clues and information, and to try to understand why they succeeded
or failed, is surely among the most enjoyable ways to acquire knowledge.
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TELOS: A Service-Oriented
Framework to Support Learning and
Knowledge Management

GILBERT PAQUETTE, IOAN ROSCA, STEFAN MIHAILA, AND
ANIS MASMOUDI

Abstract. This chapter presents the basic orientations, the main use cases, and the
conceptual framework of a TeleLearning Operating System. TELOS is a system un-
der development within the LORNET research network (www.lornet.org) aiming
to integrate components and services, and research results, produced by the differ-
ent LORNET teams. TELOS research is at the convergence of three main trends:
learning object repositories that facilitate the access to knowledge resources; learn-
ing and knowledge management support systems that use these referentials as
building blocks; and the integration of these referentials and these systems in the
context of the semantic Web.

4.1 Introduction

There are many specialized tools and hundreds of distance or e-learning platforms
(WebCT, TopClass, LearningSpace, Ingénium, Docent, etc.), also called Learning
Management Systems (LMS) or Learning Content Management Systems (LCMS),
available through a Web browser. There are also a number of comparative studies
of their features, and even a decision system to select an e-learning platform.’

Recent reviews of e-learning platforms show that there are not great differ-
ences between them. The current platforms are mostly designed for predefined
actors (author, trainer, learner). They are focused on predetermined delivery mod-
els for self-training and on-line asynchronous conferencing. Most e-learning plat-
forms look more like an extension of the former authoring tools. Their efficiency
as quick authoring tools for the Web is often achieved by reducing drastically
the variety of instructional strategies, every course having similar structures and
components.

The advent of learning portals and Web services presents an interesting evolution
toward more flexibility, presenting another vision of learning than just giving access
to a predefined, preformatted and predigested content. Even though learning portals

! For this, consult www.brandon-hall.com.
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also require delivery platforms, more important are the services around which the
portal is organized: access learning resources, navigation in a path of learning
events, training support by individuals or organizations, peer-to-peer collaboration
services, access to a range of content experts, and so on. The true potential of
learning portals needs to be fully exploited based on new research and development
activities.

Compared to the evolution of generic software (text editors, spreadsheets, etc.),
e-learning systems are now in a similar position as the integrated software of the
last decade, where text, spreadsheets, and database editors could transfer data only
within the integrated suite. These have been replaced by integration mechanisms at
the operating system level, enabling data communication between any compliant
tools through desktop operations.

The TeleLearning Operating System (TELOS) will provide similar flexibility for
e-learning environments. It will allow the implementation of interactions between
actors using resources dynamically related to the operations they perform in the
system. Hence, within TELOS, by aggregating resources and functions differently,
it is possible to build quite different distributed learning environments such as
electronic performance support systems (EPSSs) integrated in a workplace activity,
communities of practice, or, at the other end of the continuum, formal on-line
training and technology-based classroom activities, as well as different forms of
blended learning or knowledge management workflows.

A new generation of Web-based learning delivery systems is needed to integrate
advanced solutions for interoperability problems, aggregation of flexible designs,
adaptive agents, knowledge extraction from documents, and advanced multimedia
objects processing. The actual LCMSs and portals do not provide many of these
functionalities, and we are far from integrating them in a coherent integrative (in-
stead of integrated) system. The integration of the structures or the processes can
be made more flexible by sharing knowledge and ontologies referentials, by the
coordination of the communication between the actors, by interoperable technical
infrastructures, by standards of representation of the aggregation formulas, and
by the use of aggregation editors. The TELOS system will integrate these strate-
gies in an organic vision based on educational phenomena and on models of the
aggregation process used as facilitating multi-actor interfaces.

In the last 5 years, an increasing number of organizations have recognized the
importance of learning technologies and knowledge management. This has re-
sulted in attempts to identify, formalize, organize, and sustain the use of their
knowledge, through the reengineering of work and training processes and the
ubiquitous use of Web-based technology [4, 15]. Knowledge management is now
strongly influenced by the building of communities of practices [16] based on re-
search in Computer Supported Collaborative Work and Learning (CSCW/CSCL).
In the same time frame, an important international movement, headed by IEEE
and IMS, is elaborating standards enabling users in different parts of the world
to interoperate and reuse computerized resources, “learning objects”, or “infor-
mation resources” made available in “learning object repositories” distributed on
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the World Wide Web [17]. These major trends converge and integrate in another
ambitious effort to construct the next Web generation, the “semantic Web” [1]. The
semantic Web aims to associate knowledge with documents, and more generally
to learning objects, distributed on the Web.

These major international trends form the basis of the LORNET research pro-
gram and underline the need for a Web-based system like TELOS to support
learning and knowledge management. Although many initiatives are blooming in
this area, the TELOS is unique in its goal to integrate the major approaches and
technologies that can contribute to support learning and knowledge management
on the framework of the semantic Web.

This research can be situated in the context of the growing field of service-
oriented conceptual frameworks.> A framework creates a broad vocabulary (an
ontology) that is used to model recurring concepts and integration environments
and is equivalent to the concept of a pattern in the software community. A frame-
work supports the development by organizations of their own implementation
infrastructures, using a flexible service-oriented approach.

Service-oriented frameworks [2, 18] are rapidly gaining popularity with the wide
adoption of Web services and because of the lower costs of integration coupled
with flexibility and simplification of software configurations. In a service-oriented
approach, the application logic contained in the various systems across the orga-
nization, such as student record systems, library management systems, Learning
Management Systems (LMSs), and so on, are exposed as services. Each service
can then be utilized by other applications. For example, a student record system
may expose services defining student enrollment and registration processes and
related information, which can then be used by a learning management or library
system.

The ultimate aim of a framework is for each identified service to be able to
reference one or more open specifications or standards that can be used in the im-
plementation of the service. A framework can support a number of organizational
infrastructures that are still coherent and consistent with respect to one another.
A framework does not aim to build a generic learning or knowledge management
system. One of the primary goals of a framework such as the one presented here
is to encourage “coherent diversity,” by providing alternate service definitions that
can then be used to meet the diverse goals of the organization.

In this chapter, we first define the basic orientations of TELOS as they were
set at the begining in 2004. Then, we present the main use cases that have served
later on to identify the services composing the system. The last section synthe-
sizes these components in a service-oriented conceptual framework describing the
organization of the system, before we conclude.

The ideas presented here are the result of work that started at the LICEF-CIRTA
research center in the early 1990s based on the concept of virtual campuses [8],

2 For examples of e-learning frameworks, consult [3, 6, 7].
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on the Explor@ system seen as a learning portal generator [9], on the construction
of a Web-based support system for instructional designers called ADISA [12],
on resource aggregation [11], and on learning resource management [10]. This
chapter is mainly based on recent results achieved within the LORNET? network
by the authors [13,14].

4.2 TELOS Orientation and Vision

We first present 10 orientation principles that have guided the development of the
TELOS system, a general four-level description of the system and the interaction
among its main actors.

4.2.1 Orientation Principles

Here we present the main orientation principles that led to the development of the
architecture and of the TELOS system.

Solving Real Learning and Knowledge Management Problems. The TELOS
system aims at facilitating learning and knowledge management activities. This
entails the need to examine real educational and knowledge management problems,
to analyze them thoroughly, to observe future users of the system very early in the
project, and to provide solutions to real user problems, not only in terms of system’s
tools, but also in terms of processes to use them effectively in real contexts. We
must avoid being technologically driven instead of solution-driven, so the driving
force is the careful definition of use cases that guides the design of the architecture
and the development of the system.

Reusing and Integrating Existing and New Tools. LORNET is an oriented re-
search project aiming to integrate technologies from different fields and to develop
new ones when they are educationally significant. We reuse, as much as we can,
existing editors, communication tools, interoperability protocols, and specifica-
tion from norms and standards of international bodies, guided by use cases that
underline the need for new tools or new ways to assemble or extend them. In these
activities, we focus on specific TELOS core components that facilitate the reuse
of existing tools by their users.

Concentrate on Essential Developments—Reduce Risks. The goal of the archi-
tecture is to reduce the risks by shifting the accent from tool development to careful
analysis, evaluation, and well-planned specification. This will enable the TELOS
team to focus on essential developments, and leave more costly development or
adaptation to industrial, university or public partners in the network.

3 LORNET (www.lornet.org) is a Canadian research network led by the first author and
financed by the Canadian government and private companies for 5 years until 2008. The
network. groups. six-research.centers-and-laboratories and over a hundred researchers, re-
search professionals, and graduate students.
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Flexible and Pragmatic Aggregation. Pragmatic aggregation means a conver-
gence of technological means and human interventions or interactions to achieve
certain goals. The system should have enough flexibility to be used in a variety
of situations, from formal well-planned instruction, to more or less structured
self-training, emerging communities of practice, or performance support systems
integrated with work environments. The success of TELOS will come from its
demonstrated utility in a diversity of situations.

A Society of Human and Computer Agents. Software engineering sometimes
sees the “system” to be solely composed of software components separated from
their users. In contrast, we adopt a multiagent view where human and computer
agents are interacting components of the system, providing services to each other.
Extending the “human-in-the-loop” approach we recognize that sometimes organi-
zational adaptations, advising, documentation support, or human communication
activities can be more appropriate (and less costly) than building new tools. This
approach also favors maximal results with realistic efforts.

Build Technology-Independent Models. The important work involved in the TE-
LOS system should survive the rapid updating pace of technologies in general. At
the start, it enables TELOS to operate on different network, hardware, and op-
erating system configurations, and to integrate with other learning or knowledge
management systems. The architecture is built to protect the conceptual mod-
els from technological instability. The conceptual specifications are kept separate
from any implementation. The TELOS system should then be able to reuse such
“conceptual programs” despite different previous technology environments, and
adapt to new technological implementations. Thus the conceptual models are not
just prerequisite to building the TELOS system; they are part of the system, as one
of its most fundamental layers.

Learning Ecosystem Models for Planning, Support, and Evaluation. Most dis-
tributed learning systems today do not have a model of the processes, the users, the
operations, and the resources that they intend to support. Besides direct support
for learning and knowledge management tasks, we aim to introduce tools to model
the complex processes involved in a distributed learning system, before its use (to
design it), during its use (to support users and observe their behavior), and after its
use (to evaluate and maintain the system). These modeling components and tools
are built-in features of the TELOS system. They aim to enable users to interact
efficiently in preplanned as well as emerging and user-controlled events where
the initial environment is transformed, thus implementing a “learning ecosystem”
approach.

Modularization and Layer Independence. The very flexible system envisioned
here will amount to a very small kernel at a very high level of abstraction, capable of
assembling services that generally form the core of a system, for example, functions
like learning object aggregations, component coordination and control, ontology-
based indexation and search, function modeling, and so on. The architecture will
promote modularity: horizontally between components and vertically from an
abstract representation, to a concrete implementation, to a run-time version of
TELOS applications.



84 Gilbert Paquette et al

Construct Reusable and Interchangeable Models and Components. Because
TELOS is model-oriented, it then becomes possible to implement the model com-
ponents in various forms and alternative tools, classified by their functionalities
and grouped in interoperable classes. TELOS then appears as a flexible assembly
system enabling the integration of tools, already existing or to be produced, by var-
ious groups, to support a variety of learning and knowledge management models.
Even at the kernel level, the general functions could be covered by one or more
alternative “kernel” modules, accessible on a service bus for selection by system
configurators and designers.

An Assembly and Coordination System. TELOS will not be another huge dis-
tributed learning platform or a system to generate rigid platforms, even though it
can assemble components specific to some intended set of applications. The term
TEleLearning Operating System should be seen as a metaphor. TELOS is planned
essentially as a set of coordination and synchronization services supporting the
interactions of persons and computerized resources that compose a learning or
knowledge management system.

4.2.2 System’s Levels and Main Actors

Figure 4.1 shows a cascade of more and more specific system levels and their cor-
responding actors. The TELOS core is managed, adapted, and extended by system
engineers. With it, technologists in different organizations produce one or more
TELOS Learning and Knowledge Management System (LKMS), each generaliz-
ing the idea of an “on-line platform” adapted to an organization’s particular needs.
Unlike the present situation, each platform is extensible, and its components are
reusable in other platforms.

With any TELOS LKMS, designers can create, produce, deliver, and maintain
a number of Learning and Knowledge Management Applications (LKMAs), that
is, courses, learning events, knowledge management portals, etc. The LKMS is a
platform for the aggregation of resources, activities, and actors. Each LKMA, com-
posed using a LKMS, groups one or more actor-specific aggregates called Learning
and Knowledge Management Environments (LKMEs) intended for certain types of
participants: learners, content experts, coaches, tutors, evaluators, managers, etc.
An LKME is an aggregate of documents, tools, services, operations (activities),
and actor agents.

Before delivery, an LKMA and its different LKMEs are instantiated by an
actor called an application administrator to start a new session involving a group
of participants. Using these instances, the participants produce results that are
resources and outcomes called Learning and Knowledge Management Products
(LKMP), which are stored in a database for reuse or adaptive support.

Figure 4.2 presents the five main actors on Figure 4.1 and the communication
pattern between them. Learners and facilitators normally use a learning and knowl-
edge management application (LKMA) that provides them with communication
channels. This LKMA can be a structured environment built by a designer using a
learning and knowledge management system (LKMS), or simply a set of general
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TELOS services for emergent exploration. A LKMS is a generalization of the
actual LMS, LKMS, CMS, or platforms assembled by a technologist using the
TELOS system core and the libraries developed by a TELOS engineer.

Note that the roles played by a person are interchangeable. Some persons acting
as learners or facilitators can also be their own designers, and their own technol-
ogists or even engineers. Conversely, persons building environment can also be
their own facilitators or designers. The interchange of roles can be implemented
by software role agents providing an interface between a human or system actor
and the functionalities and data needed to achieve that role. Also some of the roles
can be played by software agents, for example an intelligent advisor agent or a
resource finder acting as a facilitator.

4.3 User Operations and Main Service Components

TELOS is a specialized operating system on top of a computer network designed to
support learning and acquiring knowledge at a distance. In this section, we present
the main TELOS use cases and an overview of the TELOS components needed to
support these use cases.

4.3.1 Three Operational Levels

Figure 4.3 presents a conceptual view of the system by presenting its main use
cases.

A TELOS user (or a team of users) possibly helped by a facilitator takes the
responsibility to perform a TELOS operation. In this operation, users and facilita-
tors use or modify resources in the TELOS core and produce new resources that
sometimes are put back (embedded or referenced) in the TELOS core.

Every time a user performs an operation, his/her previous knowledge and com-
petencies are changed to new ones. This fact is the essence of learning by doing
and doing by learning. In the TELOS system, it is possible to represent explicitly
knowledge and evolving competencies related to the resources (persons, opera-
tions, documents, and tools) using one or more semantic referentials. Semantic
referentials can take the form of standard or specific metadata, classifications and
taxonomies, thesauri, or ontologies.

In TELOS all the operations are driven (or at least initiated) by humans, always
through some user interfaces and mediated by computer programs. There are three
basic sorts of operations, depending on their level of granularity:

* Basic operations on a resource consist of asking for or delivering a service
using a resource either directly or indirectly, mediated through a TELOS agent
provided by the system or mediated by another resource.

* Resource life-cycle operations consist of a series of four sub-operations (phases)
where aresource is composed, managed (prepared) for use, used in some activity,
and analyzed, providing feedback to start, if necessary, a new resource life cycle.
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These operations are generally performed in sequence by a team of different
actors.

» System generation cascade operations are even more global. They consist of
extending the TELOS core with new resources, using it to produce a Learning
and Knowledge Management System (a platform), designing with it one or more
Learning and Knowledge Management Applications (courses, learning events,
knowledge management environments), and finally, using these applications to
learn and to produce results grouped in a LKMP (Learning and Knowledge
Management Product). These operations are generally performed by different
actors as presented in Figures 4.1 and 4.2.

The relation between the three levels of operation is represented on Figure 4.3
by “use’ hnks A system generation cascade is generally composed of many re-
e ce life-cycle is composed of many basic
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We can use different metaphors to describe these general processes. In a man-
ufacturing metaphor, the resource life cycle corresponds to a process where a
product passes through different productions operations. In the system generation
cascade, the TELOS core is like a factory that produces machine components or
complete machines; the products of this first factory are used to build machines
that will be used in other factories (LKMSs); those machines are used to build
cars, aircrafts, etc. (LKMAs), which are used by end users to produce an outcome.
Using a biological metaphor, a simple operation corresponds to a life moment of
an organism; a resource life cycle is an ontogenesis, the process of an individual
organism growing from a simple to a more complex level. Finally, a system gen-
eration cascade is a phylogenesis, a process that generates new organisms from
parents, similar to the evolution of life.

These images are important to understand the role of the TELOS core within an
evolving TELOS system. It is similar to the genome, the code of life that composes
an organic system at a moment we could call its birth, when it starts to evolve in
the hands of its users toward a more and more complete and useful system. Also,
as a manufacturer, the TELOS core itself starts with a complete set of components
to produce LKMS factories, but it will also be open to improvement, adding new
processes and operations, to produce more versatile machines.

The role of this TELOS framework is thus to identify clearly what basic compo-
nents are needed in the TELOS core for this evolution process to start. To achieve
this, we will represent conceptually the system at a fully operating stage, at a
certain time core (¢) after the system has evolved from its core (0) position.

4.3.2 Basic Operations on a Resource

We start identifying components of the TELOS core by first looking more closely
at basic operations. Whatever his/her role in the system, a user needs to ask for or
to deliver services by performing one or many basic operations. The simplest case
is when the user interacts directly with a resource through its user interface (UI),
if it has one. This resource, for example an email client or a simulation software,
is referenced in a resource library within the TELOS core or obtainable from a
search in external resource repositories. The user obtains the resource interface
that enables him or her to interact with the service. When a separation between
a resource’s Ul and its internal logic exists, possibly with a network distance in
between, the user must obtain this resource’s U, thus enabling him or her to interact
with the services it offers. For this, we need a resource distributor provided by the
central part of the TELOS core called the kernel.

Two other situations are displayed in Figure 4.4 that require also an agent dis-
tributor component within the kernel. In these cases the user does not act directly
on the resource but through an agent (mediator) provided by the central part of the
TELOS core called the kernel. In one case, a user agent can represent the user in
the system to mediate his or her interaction with the resource. For example, the
user agent can provide filtering of the operations with the resource, or trace the
user/resource interaction to prepare adapted advices. In the other case, the user
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will interact with an intermediary resource that will use a system agent (SA) to
obtain the services of the resource. This is done through the TELOS communica-
tion hub, and a communication coordinator within the kernel will take care of the
communication operations.

4.3.3 Resource Life-Cycle Operations

As shown on Figure 4.5, a resource life cycle is composed of four basic operations
(or phases): compose, manage, use, and analyze. These operations form a sequence
with feedback loops. They are performed by corresponding actors: composers,
managers, explorers, and analysts that use corresponding tools or services.

The resource life cycle begins with the composition process in which a composer
creates, edits, or composes a model or template for a class of reusable resources,
using an authoring or composition tool. Depending on the type of resources, dif-
ferent authoring editors can be used, such as a simple text editor, a more complex
learning design editor, or an LKMS aggregator. For example, with a learning de-
sign editor, a user will produce a learning scenario or a process structure that may
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be concretized at the next phase by associating precise documents, services, or
participants with objects in the scenario model.

In the next resource life-cycle phase, a manager (a person or a team) may
reference the resource model in a TELOS repository, compose a metadata descrip-
tion, produce a certain number of “concretizations” of the resource (versions of
the resource model) obtained by parameterization, concretization, and adaptation,

es for the use phase. For example, in this
ts and tutors to a version (instance) of a
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course for a certain session and prepare their communication within a forum and
a videoconferencing system.

In the third phase, an explorer finds and uses an instance of the resource, produc-
ing exploration traces: annotations, logs, and other products, for example, messages
exchanged in a forum, an exam, or an essay.

Finally, in the last phase, an analyst observes the exploration products (during
or after the use of the resource instance) and analyzes these data to offer some
useful feedback to the other resource life-cycle actors. This feedback can be made
available in a simple Web page to all participants, or take the form of an ad-
vice specifically addressed to the resource explorer, manager, or composer (or to
improve itself). For example, data from a forum-based learning activity can be
analyzed and recommendations can be issued to the composer to modify the as-
signment, or to the manager to add participants or to separate the group in smaller
teams, or to the explorer to interact more regularly.

All the users and the tools implied in the cycle may be equipped with agents
(interfaces) connecting them to the services hub. Located within the TELOS core
there are system tools that provide communication between users, resource Han-
dlers, and resource libraries or repositories. Handlers are services provided by
TELOS at different levels of the system.

The resource life cycle can be applied to all sorts of primary resources: docu-
ments that provide information to users, tools that help users to process information,
persons acting as information resources, or operations descriptions that provide
ways to process information. The life cycle of a primary resource may apply even to
an application’s (tool) software development process, where, for example, we have
the developers in the role of “composers.” The primary resources are referenced in
the primary resource libraries, integrated in the TELOS core. Particularly for small
primary resources, the distinction between “Resource Model” and “Resource Con-
cretization” may be thin or noinexistent. For example, a primary resource like a
notepad is created by a developer “as is,” and is already ready to run, as an instance,
not a model.

This life cycle can also be applied to secondary resources. A secondary re-
source is either atomic, resulting from a primary resource through a simple phase of
preparation, or an aggregation from other atomic or secondary resources. Prepared
resources are obtained by wrapping, filtering, scripting, or extracting parts of a pri-
mary resource for facilitating direct (possibly remote) use, or potential aggregation.
Aggregates are obtained by grouping, integrating, or orchestrating some prepared
resources. An aggregate may recursively contain other aggregates. Resources ob-
tained in this way are referenced in the secondary resource libraries, also integrated
in the TELOS core.

In all four basic operations of the resource life cycle, semantic referentials,
integrated in the TELOS core, can be used to describe (index, reference) the knowl-
edge, the technical properties, or the administrative context of use of any resource.
Semantic referentials can take the form of standard or specific metadata, classi-
fications and taxonomies, thesauri or ontologies. This functionality will enable
TELOS to operate on the semantic Web.
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4.3.4 System Generation Cascade Operations

The TELOS system is extended by a four-level cascade from the TELOS core:
grandparent tools producing parent tools, which are used to compose children
tools that, in turn, are used to produce results. The cascade involves four sets of
operations: TELOS core extension, core use for LKMS composition, LKMS use
for LKMA composition, and LKMA use for LKMP production (Fig. 4.6).

In the first step of the cascade, an engineer may extend the TELOS core, using
the core modifier, a handler within the core, to add new resources or resource
handlers, for example. He can also add components in any library, for example a
system module to interact with a new non-TELOS system, a new prepared interface
for an existing primary resource (application, document, operation, or resource—
person), or an extension of a semantic referential. Eventually, this process may be
organized as a resource aggregation life cycle as presented in the previous section.
Here, the composition phase of the life cycle is the core extension by the engineer,
and the use phase is the use of the core by a technologist

The second generation step is the construction, by a technologist, of a LKMS
using the LKMS Manager, another handler tool within the core. This operation
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may be viewed as a composition part in the LKMS life cycle. The LKMS use by
a designer is the use phase of the LKMS aggregation life cycle.

In the third generation step, a designer may use a LKMS instance to produce a
LKMA model, for example a course scenario or community of practice environ-
ment, using an LKMA Manager, another handler tool within the core. The use of
the LKMA by learners is the use phase for the LKMA aggregation life cycle.

The final generation step is the use of an LKMA instance to allow knowledge
acquisition by alearner. Using an LKMP Manager, another handler within the core,
the learner may produce some traceable results (activity logs, annotations, learner-
produced resources, test evaluations, etc.) usable in the analysis phase. If these
learner products are used for other purposes, for example to support a personal
portfolio, their creation can become the composition phase for an LKMP life cycle.
Any other data that an LKMA may produce internally during its execution (i.e., to
preserve its internal states as a system) are private and not meaningful for external
use. They do not belong to an LKMP.

At any of the four system generation steps, facilitators can provide different
forms of assistance to engineers, technologists, designers, and learners, and also
to other facilitators.

Each of the four steps involved in the system generation cascade may assume
internally its own resource life cycle, that is, may have standard subphases. For ex-
ample, an LKMA might be in the phase of composition, management (preparation
for use), use (exploration), or analysis.

A shown in Table 4.1, at any of the system generation steps, except the first
one where core administrators manage the core composed by engineers to pro-
duce a core instance for the technologists, administrators play two sets of roles.
For example, LKMS administrators manage LKMS to produce instances for the
designers, but they also analyze the core to end an LKMS life cycle, providing
feedback to the engineer. Table 4.1 reconciles the resource life-cycle roles with
the system generation cascade roles.

TABLE 4.1. Relation between resource life cycle roles and system generation roles
Cascade Roles: Core LKMS LKMA LKMP

Life-Cyle Roles: Engineer Administrator Technologist Administrator Designer Administrator Learner Administrator

Composer Core LKMS LKMA LKMP
Manager Core LKMS LKMA LKMP
Explorer Core LKMS LKMA
Analyzer Core LKMS LKMA

The LKMS, LKMA, and LKMP models (classes) and activated instances re-
sulting from the generation cascade process are tertiary resources that can be
referenced and embedded in corresponding tertiary resource libraries within the
TELOS core.

4.3.5 Semantic Referencing of a Resource

The semantic_referencing of resources can be involved in any basic, resource
life cycle or system cascade operation. Semantic referentials can be built into
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the TELOS system to represent knowledge and competencies that can be as-
sociated with a resource (Fig. 4.7). Competencies are “degrees” of knowledge,
for example skills and performance that a user can perform with respect to a
given unit of knowledge. They can take many forms: standardized metadata (e.g.,
IEEE LOM), taxonomies, thesauri, or ontology documents written using the On-
tology Web Language (OWL), Resource Description Frameworks (RDF), or topic
maps, [5].

Three basic handler categories are provided to process semantic referentials:
editors, viewers, and indexers. Editors help a user construct a semantic referential.
Viewers provide access to semantlc referentials to help browse the knowledge and
cers provide functionalities to associate
e. Semantic descriptors can be selected




4. TELOS, a Service-Oriented Framework 95

in predefined semantic referentials by a person using the indexer or by a specialized
TELOS resource tool (software agent) extracting the descriptors from the resource
using data mining or other forms of knowledge extraction.

TELOS-referenced resources generalize the concept of “content packages used
by SCORM, content packages (CPs) group together one or more resources, their
relationships and metadata describing their properties.” To be shareable, CPs must
be published by a handler called a publisher. The publisher places the referenced
resource in one or more Internet-accessible resource repositories.

Another handler, a finder, provides one or more search methods to find a re-
source, displaying a list of resource names corresponding to a find request, together
with their descriptors.

Then, selecting one of the resources, a retriever uses the resource location to
perform the necessary operations to provide access to a person or a software
agent, display a document or launch the resource. If needed, a special handler in
the kernel, the controller, can be called by a retriever to facilitate the interaction
with the resource.

4.4 TELOS Framework Organization

In this section we present the organization of the TELOS framework and the general
services it provides to engineers, technologists, designers, learners, administrators
and facilitators involved in the systems generation cascade.

4.4.1 TELOS Core and Kernel Structure and Extension

Figure 4.8 displays the general structure of the TELOS Core presented in previous
sections. In this section, we will identify the main services used by the engineer
and by the core administrator, and their facilitators to extend the TELOS core. The
TELOS core comprises a kernel, a core manager that enables the evolution of the
core, seven core libraries of resources, and their corresponding handlers.

The kernel contains service registries and servers, application client and agents
distributor, a communication coordinator, a general resource controller, and trans-
lators between protocols and standards. The knowledge (K) library contains se-
mantic referentials to describe application domains as well as technical and ad-
ministrative metadata needed for resource management. The other libraries group
resources according to their aggregation level: primary resources (documents and
tools, persons or operations), secondary resources (interfaced or aggregated), and
tertiary resources (LKMS, LKMA, or LKMP).

Engineering Services

The TELOS core engineers may use the services of a special handler, the core
manager, to_modify the core structure, the core handlers, or the structure and
composition of the core libraries. With it, the engineers can do the following:
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* Modify semantic handlers and semantic referential structures. Add, suppress, or
modify core knowledge handlers and library structure: ontology editors, viewers
and indexers, conceptual maps editors, viewers and indexers, librarian cataloging
and indexing tools, etc.

* Add, suppress, or modify primary, secondary or tertiary resource handlers and
resource library structures. Of particular importance are the addition of modifi-
cation of assistance or support tools: helpers, advisers, peer matchers, etc. may
be added, respecting the conformity with their context of operation; and also the
addition or modification of control tools: new floor control managers, resource
sharers, security watchers, privacy verifiers.

* Modify core structure. These operations are delicate, involving backward com-
patibility problems, but add flexibility to TELOS. They include adding a new
interfaced resource type to the existent ones; adding a new aggregation type to
the existent ones (collection, function, fusion, project, etc.); adding a cascade
fabrication type to the existent ones for LKMS, LKMA, LKMP; updating a core
handler. When a new version of the TELOS core is produced, with some addi-
tional core services, it is possible that the TELOS clients have to be also modified

FIGURE 4.8. TELOS core and kernel main components.

accordingly.

* Modify global core support and control. The global support and control offered
by the core manager can be modified. This might also involve eventual kernel

modifications.
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* Note, trace, and receive support in their engineering operations. As for any
composition activity, these services can eventually be operated in a collaborative
way.

* Save, suspend, and resume core modification. Performs these operations in-
volved in any composition activity, operated in multiple sessions, determining
the evolution of the TELOS system.

Core Administrator Services

A core administrator manages the content of some primary, secondary, or tertiary
library. He may act on the request of another actor (technologist, designer, or
learner), or interact with this actor to perform or delegate to him the right to add,
update, or eliminate a semantic or a primary, secondary, or tertiary resource.

Core Facilitators’ Services

A core facilitator supports the engineer or the core administrator in his or her task.
Here, most of the time, facilitation services will be provided by the on-line TELOS
technical documentation or by another senior engineer or administrator.

4.4.2 Core Use for LKMS Construction

Figure 4.8 presents the general structure of an LKMS embedded in the TELOS
core or external to it. In this section, we identify the main services used by the
technologist (LKMS composer), by the LKMS administrator, and by the LKMS
facilitators to both of them.

The technologist constructs an LKMS model by extracting resources from the
core libraries and handlers to be included in the LKMS. To achieve this, he will
use a LKMS handler (editor) provided in the core. Such a handler may use a
combination of aggregation principles (collections, integration, and orchestration).
This variable geometry is the main purpose of constructing LKMSs instead of
having only one platform or LCMS. Initially, the TELOS core may be equipped
with aunique LKMS handler and therefore produce LKMS with similar structures.
More diversity can be added by an engineer, adding new LKMS handlers in the
TELOS core.

When the construction process is considered finished, the LKMS model is
handed to the LKMS administrator to start the LKMS instance preparation phase.
The administrator may begin the adaptation to the context of LKMS use. This phase
may consist of a chain of sessions producing finally an LKMS active instance like
the ones shown in Figure 4.9. The administrator can place the LKMS to work in
the core LKMS library (embedded LKMS) or enable it to function external to the
core, in an interfaced, linked, and even autonomous way. In the last case, all the
necessary handlers and parts of the kernel will have to be included in the external
LKMS.
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FIGURE 4.9. LKMS general aggregation structure and positions.

Technologist Services

The LKMS composition by the technologist is an aggregate composition. There-
fore, he can access composition services such as finding components, making
notes, producing traces, receiving help, etc. Here we concentrate on the more
specific aspects. With an LKMS editor, the technologist can do the following:

e Compose the LKMS knowledge referential. If the global core referentials are not

available or pertinent, a LKMS-specific K referential may be necessary using a

knowledge editor.

Organize the LKMS structure using an aggregation principle that will be selected,

and choose the LKMS future destination (embedded or external: interfaced,

linked, or autonomous).

Organize LKMS parts (adding resources libraries and handlers to the LKMS

model): knowledge handlers and documents (ontologies, metadata, etc.);

primary resources (documents, tools, persons and operations) and their

handlers; interfaced or aggregated resources and their handlers (editors, publish-

ers, interpreters, structure editors, resource binders, support and control editors

explorers, generators, data viewers, etc.; LKMA and LKMP parts, libraries, and

handlers, or a component placed in the LKMA library.

* Prepare the LKMS modifier for later adaptation.

* Organize support and control parts of the global, depending on the destination
(embedded, linked, autonomous).

* Note, produce traces, and receive support in his construction activity.
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* Save, leave, suspend, and resume LKMS construction. An LKMS in construction
may be saved in the LKMS core library. As for any other aggregate composi-
tion, the LKMS construction may be done in several sessions, the technologist
suspending or resuming the composition cascade. If the composition is cooper-
ative, we may speak about leaving a session and have it continued by another
technologist.

LKMS Administrator Services

The composition and the exploration of an LKMS vary depending on the com-
plexity of its structure. A “thin” LKMS has a simpler structure, but its execution
involves remote invocation of handlers and resources. A fat LKMS has its own li-
braries but still needs to communicate with some core handlers. The heavy LKMS
may be a cumbersome entity (with resource replication problems), but it functions
autonomously. These are the main choices a LKMS administrator must make when
preparing an LKMS instance for publication. We now present the main services
available to him:

® Choose a saved LKMS model and create an instance. The LKMS mod-
els are reusable structural templates with a certain degree of flexibility in
the template instantiation. The LKMS administrator begins by choosing a
LKMS model, usable as an instance generation support (from the first core
library).

* Prepare the LKMS instance (extend edition). The administrator may adapt pa-
rameterize, concretize, or extend the LKMS for insertion in the core or for ex-
ternal activation, deciding on the thin-fat-heavy alternative and the deployment
context, and finally installing the instance in its use. This can be done in one or
many LKMS instance preparation sessions.

* Note and produce traces and receive support. As any other meta-managed ac-
tivity.

* Save, leave, suspend, and resume. The technologist’s work may be saved in the
second LKMS core library that contains LKMS instances in preparation.

e Activate the LKMS. The LKMS instance is activated to work in the chosen
contexts: embedded in the core or published for external linked or autonomous
use. It then passes to the third LKMS core library that contains LKMS active
instances.

e Core use analysis and feedback. The LKMS administrator is, at the same time,
a core analyst of the core life-cycle process. He may analyze the core use to
provide some feedback propositions to engineers.

LKMS Facilitator Services

LKMS construction may involve technologists and facilitators, working syn-
chronously or asynchronously to observe, guide, evaluate, and replace the LKMS
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FIGURE 4.10. LKMA general aggregation structure and positions.

administrator in some of his operations, eventually by supporting also the LKMS
instantiation workflow. If the LKMS composition uses an LKMS composition
workflow aggregate (for example, a meta-function), the support can be treated as
an execution phase of that workflow.

4.4.3 LKMS Use and LKMA Construction

Figure 4.10 presents the general structure and four positions of an LKMA, embed-
ded in the TELOS core LKMS or LKMA library, embedded in an external LKMS,
or totally external to any LKMS.

These LKMAs are composed by designers (for example an educational au-
thor) using LKMA handlers (editors) and some “raw material” (secondary re-
sources) placed in an embedded or external LKMS. They may also use directly
a LKMA handler and resources placed in the TELOS core. Designers compose
a LKMA model that can be placed (and modified) in the first section of the core
LKMA library, or within the LKMA library of the constructing LKMS (embedded
or external).

The LKMA model is a template that may be reproduced, with some adaptations
and concretizations by a LKMA administrator to produce LKMA instances. After
a certain number of operations, in a single or a chain of preparation session,
this administrator produces a final LKMA instance that can be activated in the
core LKMA library, in the LKMA library of an embedded or external constructor
LKMS, or as an autonomous LKMA.
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Designer Services

Organize the K referential layer. Generally, the semantic referential used in an
LKMA already exists in a LKMS or in the core and can be retrieved from there.
However, sometimes the designer will need to build a local semantic referential in
the form of a domain ontology, conceptual maps, thesaurus, catalogues, indexing
keys, etc. or a local “add-on” document, completing (adapting) a knowledge
document. The most interesting case is when the LKMA 1is used by learners and
their facilitators for an emergent modification of a semantic model.

Define structure. The central part of any LKMA is its aggregate internal organi-
zation structure (in the thin case, it may be the only part). It may consist of only
one aggregation layer (conforming to the collection, fusion, project, function, or
other aggregation types), or in a recursive cascade of aggregate definitions. This
process is also called “scenario building” or “learning design.”

Organize an LKMA content package. Add, suppress, or update the aggregated
resources, sometimes with their handlers, and their semantic descriptors.
Organize actor support and the control layer, depending on his activation type
and its position.

Note and produce traces. The LKMA designer may annotate his activity. These
data are not included in the final aggregate, but are observable in the same way as
other composition sessions. The LKMA editor used in the composition process
may also intercept and save some composition activity traces.

Cooperate and receive support. The LKMA composition activity (observed di-
rectly or by traces) may be collaborative and may be supported by the system (for
example, using design metafunctions) or by specialized facilitators (for example,
by technologists having produced the producing LKMS).

Save, leave, suspend, and resume. As for any other aggregate composition, the
LKMA construction may be done in several sessions, the designer suspending
or resuming the composition cascade. If the composition is collaborative, the
designer may leave a session and the composition can be continued by another
designer.

Publish template. When the construction process is finished the LKMA is pub-
lished in the second section of a LKMA library, either within the core, or in the
embedded or external producing LKMS used by the designer.

LKMA Administrator Services

When the LKMA model has been published for instantiation, it can move to the
second section of a LKMA library, for an administrator to start the instantiation
process. This can be done in one or many preparation sessions. As with other
processes, collaborative LKMA instance preparation is possible, eventually driven
by a LKMA workflow composed previously.

Choose a published LKMA model to create a new instance. The LKMA admin-
istrator begins by choosing an LKMA model usable as an instance generation



102 Gilbert Paquette et al

support. He declares a new LKMA instance, based on the chosen model to the
second section of the LKMA library where it may be edited.

® Prepare the LKMA instance (extended edition). The administrator adapts the
LKMA for core or external activation (parameterization, concretization, and
eventually a composition extension), and decides on the deployment context: em-
bedded thin/fat/heavy or external interfaced/linked/autonomous are the available
possibilities. He then installs the instance in its future use context in the third
section of the LKMA library. This concretization process may be distributed
among the composing, managings, and using phases of the LKMA, applying
various organization strategies or “life-cycle modes.”

* Note and produce traces and receive support. As in any other meta-managed
activity.

* Save, leave, suspend, and resume. As in any other management activity.

* Activate the LKMA. When an instantiation process is finished, the manager
“closes” the instance editing chain and activates the instance for execution.
The LKMA instance is integrated in the third section of the LKMA library
(core, LKMS embedded, or LKMS external) or placed in an external context for
LKMS-free use. In that last case, and for some types of LKMA aggregates, this
step may imply a LKMA “compilation,” producing an executable LKMA.

e Analyze LKMS uses and provides feedback. The LKMA administrator is, at the
same time, a LKMS use analyst. He may analyze the LKMS used by designers
for producing and managing LKMA and provide feedback to technologists.

Designer and LKMA Facilitators Services

The designer or the LKMA administrator may need synchronous or asynchronous
support from technologists having composed the LKMS they use. Another pos-
sibility is to embed the LKMA life-cycle process in a design workflow or meta-
functions. In that case, the meta-function acts as a system facilitator, observing,
guiding, evaluating, and doing some operations for the LKMA designer or admin-
istrator, eventually supporting collaboration between teams. An example of this is
given by the ADISA learning design support system [12].

4.4.4 LKMA Use and LKMP Construction

Figure 4.11 presents the general structure and eight positions of an LKMP com-
posed using an LKMA. The learners and the facilitators who participate in LKMA
instance “sessions” are the end users who will produce results to be included in
these LKMPs. Some LKMA results such as annotations, learner documents, eval-
uations, etc., may be edited directly by the participants, while others, for example
traces, may be obtained by TELOS agents placed in an autonomous LKMA, in
the sustaining LKMS, in the sustaining core, or in the kernel. These results are
normally placed in the data layer of the executing LKMA instance. They can be
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selected later for inclusion in LKMP libraries as learning or knowledge manage-
ment products. They can also help compose user or group ePortfolios.

Learner Services

e Find and access an LKMA instance. The learner begins a session by accessing
an active LKMA instance, placed in the core LKMA library, in the LKMA
library of a core LKMS, in the LKMA library of an external LKMS, or in an
external autonomous position. If he resumes the use of an interrupted instance
exploration, he will obtain the corresponding LKMA saved data. A LKMA
participant can be added to a collaborative session already opened by another
participant.

* Explore an LKMA instance. The LKMA exploration depends on its aggrega-
tion structure and the collaborative facilities provided by LKMA handlers. In
collection aggregates, it may consist of choosing and using resources grouped
in a collection. In fusion aggregates, the structural relations will constrain the
learner’s freedom in using the components but will also reduce the “lost in space”
effect. In project aggregates, every learner may dispose of special interfaces or
environments, conforming to his roles in the project. In function aggregates,
the learner will be guided by the model of the operational flow, for example a
learning design structure.
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FIGURE 4.11. 1. KMP general aggregation structure and positions.
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Collaborate with session partners. If the LKMA provides synchronous and/or
asynchronous collaboration, every participant may be helped in coordinating
his activities with his partners, whether they act in the same, previous, or later
instance sessions. Sometimes the partners are working on different operations
(cooperation), sometimes they make a parallel approach to the same operation
(collaboration), and sometimes they are cooperating or collaborating as proposed
by the activity structure of the aggregate.

Receive support. The learner may use the support integrated in the LKMA or
delivered by a facilitator accessing the same instance.

Concretize some resources. For example, the learning design may provide place
holders for run-time learner productions. These “delivery time concretizations”
may also involve a mechanism for the transmission of produced objects between
instance participants.

Use component resources and produce new resources (documents, tools, ag-
gregates, etc.). The main purpose of the LKMA is to facilitate the access to
its component resources. The facilitation may consist only of the organization
of a selective interface allowing the opening of the resource (tool, document,
service, user communication). The TELOS resource controllers may also offer
resource use services: access negotiations, downloads, installation, decoding,
on-the-fly dependence solving, action interception and logging, scripted events
injection, inter-resources parameter propagation, concurrent use solving, qual-
ity of service (QoS) adaptations, etc. Some LKMA resources (acting as editors)
may help the learner to produce results (documents, tools, etc.) usable later in
another operation, or by an analyst observing the resulting data or by a LKMP
administrator.

Produce intercepted traces. Some LKMS sustaining a LKMA session may in-
tercept the user actions (depending on the declared ethics policy for this LKMA
instance). These “interceptions” may be used by the user observing his own
advancement in the same or previous sessions, by a session or instance part-
ner (connected simultaneously or later), by a LKMA data analyst or a LKMP
administrator.

Mark advancement and annotate. The learner may declare explicitly his ad-
vancement and make related annotations. These “notes” will complete the “in-
terceptions” and the “evaluations” forming the LKMA instance “data.”

Assess learning. Learning is the main goal of using an LKMA. Because of
its internal intellectual nature, it can only be observed and managed indirectly.
The LKMA may provide some tools for the evaluation of the learning results or
may make some deductions about the knowledge evolution using “the learning
by doing presumption.” If the learner makes some production with success, he
can be assumed as possessing the associated knowledge or having attained the
associated skills or competencies.

Add results to a LKMP. The learner may add some of his personal results to a
LKMP, a learning and knowledge management product repository that can be
placed in one of eight places (as shown on Fig. 4.4): the core LKMP library,
the LKMP library of an embedded LKMS, the LKMP library of an embedded
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LKMA, the LKMP library of a LKMA embedded in a core LKMS, the LKMP
library of an external LKMS, the LKMP library of a LKMA embedded in an
external LKMS, the LKMP library of a external autonomous LKMA, or in a
completely autonomous position.

Manage the LKMP and ePortfolios. Whatever the LKMP’s position, the learner
manages its content, which can form his personal ePortfolio.

Learner Facilitator’s Services

Observe LKMA use. Any support activity, predefined or launched by a service
request from the learner, may begin with the observation of the learner’s opera-
tions. The observation can cover previous or planned activities by the learner, in
the current open sessions or closed sessions of the same instance, or even in other
instances of the same LKMA model. This observation depends on the awareness
of the possibilities offered by the LKMA collaborative explorer: perceive the
partner presence and actions, see the notes and the traces, access the resources
produced by learners, and access the learner group data.

Guide LKMA use. The facilitators use the communication possibilities of the
LKMA explorer to guide the learner in his activities, using synchronous and
asynchronous written, oral, or video messages.

Execute some support operations. Some support from the facilitator may consist
in actions: executing some operations, adapting some parameters, preparing
some conditions, etc.

Make annotations and evaluations. The facilitator may add annotations to the
LKMS exploration data about the learner (and eventually his own) activities. He
also may evaluate the learner competence or modify some data about the learner’s
knowledge and competencies, according to his mandate. He may compose some
evaluation result documents. These elements may be placed in the LKMA data
layer and added later to some LKMP.

LKMP Administrator Services

Manage LKMP. The LKMP administrator may change the content of a LKMP,
depending on the privacy policy.

Correlate LKMP and resources libraries. Some products may be promoted from
an LKMP to a TELOS resource library by the LKMP administrator. In this case,
the LKMP products may be placed in the shared library of the producing LKMA,
wherever its deployment position is; they can also be replaced in the LKMP
library with pointers to these actual resources.

Correlate LKMP and user accounts. Some LKMP products, for example LKMA
instance exploration data, new knowledge references to the user, or new docu-
ments produced by the user, sustain an update of the user accounts.

Analyze LKMA data. The data (traces, annotations, documents, products) result-
ing from an LKMA instance exploration (closed or not) may be accessed for
analysis by a LKMP administrator. It is possible that the data analyst uses the
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data view facilities of the LKMA explorer, working on a closed instance. Some
other data analysis tools may be used.
* Produce observations and propositions. The LKMP administrator, acting as
an analyst, may produce documents reflecting his recommendations to LKMA
designers or users: reports, statistics, LKMA or LKMS change requests, etc.

4.4.5 Summary of TELOS Services

Figure 4.12 presents a summary of the TELOS services that we have de-
scribed in the previous sections as TELOS handlers. They are grouped into five
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categories of services: kernel communication services, semantic services, and three
groups of resource management services: secondary resource interfacing services,
secondary resource aggregation services, and tertiary resource management
services.

To this TELOS system services layer, we can add the infrastructure or common
services mentioned in the previous sections. These will in general be provided by
the operating system but might require some adaptation for their different levels
of use within the higher level handler services.

4.5 Conclusion

This chapter discussed what constitutes the strength and the originality of the
proposed framework, together with some questions that need to be answered.

TELOS is based on aggregation models that fully integrate users with the re-
sources they use, especially in the central pedagogical process from model compo-
sition, to instantiation, to exploration, and to analysis/feedback. TELOS manages
this resource life cycle at all levels and in all its phases in an integrated way. But
to repeat resource life cycles recursively is not enough to define the global pro-
cess, so TELOS adds another level for resource generation where “grandparent”
systems give birth to parents, which themselves give birth to children systems or
environments. Again, TELOS manages this system generation cascade in a full
integrated way.

In this global process, workflow (or function) generation is of particular impor-
tance and difficulty. Functions are workflows that are inspectable, interactive, and
collaborative multiactor interfaces. The users of an instance of a function model
can use the function as an interface to inform themselves, to declare or be eval-
uated on their progress, to obtain assistance, to access operation and coordinate
with others, and to find and use material and human resources.

The knowledge/action cycle is at the center of our preoccupations. This is why
TELOS combines emergent modes of operation where users organize and define
their own operations (of function components) and orchestrated modes where they
use predefined functions. A cybernetic loop closes when the action in a process
execution is captured to produce a workflow model that can be reused. For example,
a designer can use this feature to register a possible workflow in a course, and then
offer it as a learning design.

With regard to knowledge representations, we have taken a pragmatic approach,
looking for flexible and usable solutions. We reject one extreme of not including
any representation because such a resource management system would support
learning poorly. We also reject the other extreme where complex representations,
theoretically more satisfactory, would exceed the capacity of most persons to
use them. In many applications, simple metadata or lightweight ontologies can
be used with immediate benefit, for example pairing peer users or users with
appropriate resources, while at the same time supporting a facilitator to guide
its interventions toward other users. We are looking for such benefits that will
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repay the effort made to integrate knowledge representation into the environment’s
design.

Our work on TELOS is continuing on two levels: the further definition of the
technical architecture of the system, and the reconstruction of our actual Explor@-
2 system [9,10] to bring it closer to the technical architecture proposed here. Both
streams of research will be synchronized periodically as the research process un-
folds. Meanwhile, other LORNET research teams work on the development of
a variety of components that are taken into account in the TELOS architecture,
such as new resource interoperability services, learning design and function man-
agement editors and players, adaptive learning objects editing and integration,
knowledge extraction from resources, and advanced multimedia components.
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5

Cognitive Modeling of Personalized
Software Design Styles: A Case Study
in E-Learning

MAURO MARINILLI

Abstract. This chapter discusses an approach to knowledge representation and
processing based on representing information at a metamodel level and adapting
it to the current user at various levels of abstraction. In this way both run-time
data and program code are adapted to the user. Thanks to this approach, it is
possible to model sophisticated concepts in a direct and natural way, avoiding
technological details. We employed this technique for developing a user-adapted
system for teaching object-oriented design patterns (OODP) by leveraging on
existing technologies (software generation facilities, modeling languages, specific
and general standard metamodels). The design of the prototype was drawn from
an ad-hoc student cognitive model. The prototype is empirically evaluated and the
findings discussed.

5.1 Introduction

While a great deal of work has been devoted to conceptual frameworks and ap-
proaches to knowledge representation and processing, very little was done on
the software implementation side. Nowadays most software still represents vari-
able information using run-time data. This is somewhat surprising. Theoretically
well-crafted, rich knowledge representations always boil down to run-time data
structures when it comes to their implementation. The richer and more complex
these representations are, the wider is the gap from the devised abstract concepts
to the implementation and the run-time processes. This approach creates a number
of practical and cognitive shortcomings.

The assumption of this work is that explicitly representing and processing knowl-
edge at a metamodel level [technically by means of adopting a model-driven en-
gineering (MDE) approach] can provide an effective approach to represent and
process knowledge-intensive domains (such as, for example, those needed in rich
educational environments). In order to test this assumption, a prototype e-learning
system was developed.

The chapter is structured as follows. Section 5.2 introduces the problem out-
lined above, presenting a general solution that draws from various state-of-the-art

110
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software engineering (SE) approaches. Section 5.3 discusses a prototype devel-
oped with the proposed approach. Section 5.4 reports its empirical evaluation.
Section 5.5 discusses some related work. Section 5.6 concludes the chapter.

5.2 The Limits of Current Modeling Approaches

Current knowledge representation techniques typically represent dynamic infor-
mation with run-time data. Also complex information handling (such as adaptation
and knowledge processing) is mostly performed on run-time data. This approach
is limiting for a number of reasons:

e Data structures are implemented at a low level of abstraction, and often the
chosen technology dictates unnatural characteristics to the information being
represented. See, for instance, a common scenario where complex knowledge
representation is built with couples of string values, representing attribute-value
pairs.

* Behavior is represented differently than data. When there is a need to repre-
sent and manipulate explicitly behavior knowledge, such a behavior is often
unnaturally treated as a different form of run-time data.

* The overall domain representation is tightly bounded with the underlying com-
puting run-time environment. Ephemeral or overly abstract concepts need to be
bounded to the life cycle of a software application or even within the horizon of
a single application session.

* Domain experts seldom can interact naturally with rich knowledge representation
systems. They need skilled personnel or some sort of advanced computer skills
(such as programming or knowledge of an application’s implementation details).

These are all well-known shortcomings of current software engineering meth-
ods for representing knowledge effectively in software environments. Despite the
wealth of approaches that have been proposed in the literature over the last decades,
the way knowledge is engineered in software artifacts (i.e., relying on software as
run-time data plus some form of behavior) did not substantially change since the
early days of computing.

Despite the introduction of interesting approaches such as MDE or domain-
specific languages that (re)introduce the concept of an abstract model as a cor-
nerstone of software design and development, this has not substantially changed
the way knowledge is engineered. The main reason is that power of MDE ap-
proaches has been so far applied to software design and construction only. Models
at various levels of abstraction can indeed play an important and innovative role
in knowledge representation when applied consistently to the whole software life
cycle.

The next subsection discusses the foundational approach to knowledge repre-
sentation that is suited for overcoming the problems discussed above.
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FIGURE 5.1. Levels of abstraction for some example technologies.!

5.2.1 Representing Knowledge with Abstraction Layers

Following MDE approaches [6, 12, 13, 19], our generic models are organized in
abstraction layers placed on top of each other. One level (except the lowest level)
can be seen as a model, and some of the elements in the level below are instances
of this model. Figure 5.1 shows how the proposed representation applies to some
example technologies.

The abstraction levels in Figure 5.1 are as follows:

* Level O represents the instance level, i.e., the execution of a give program in
a given time in a given context (user, underlying hardware and OS, etc.). For
uniformity we call (inexactly) models also the items in level O, which are not
models but rather real-world “runs,” particular executions of a given program in
a given real-world context.

e Level 1 represents the abstraction model common to most programming lan-
guages. We will make the assumption that object-oriented (OO) code and UML
diagrams are equivalent and represented at this level of abstraction. A source
code (or an equivalent level 1 model M) can be thought of as an abstraction
over a set of executions (i.e., My instances).

! From.JézequelsJ.-M-Model-DrivenEngineering: Core Principles and Challenges (2004).
Available at: http://www.irisa.fr/triskell/publis/2003/Jezequel03e.pdf.
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¢ Level 2 represents a model for expressing level-1 models, i.e., a metamodel. The
UML modeling language can be thought of as a general metamodel representing
a vast set of models (OO models). More specific metamodels can be defined for
specific domains. For example, the JCP26 specification could be seen as a partial
metamodel that describes the technical details of Enterprise Java Beans (EJB)
technology [15]. Also metamodels not explicitly designed for code generation
can be ascribed to this layer, such as EML and its successor IMS Learning
Design2 [16].

e Level 3 is yet another level of abstraction upon level 2 and it is a model rep-
resenting metamodels (or, alternatively, a meta-metamodel). An example is the
Meta Object Facility (MOF) for Model Driven Architectures (MDA) [10].

* Theoretically, more abstraction layers can be thought on top of M3 [19]. Even
though, for simplicity, we will deal at most with only level-2 models.

The layering structure discussed above applies to current software approaches as
well. In object-oriented programming a class describes a set of objects; in a meta-
modeling context the objects constitutes the lowest level and the classes the next
lowest level. Traditionally EBNF notation has been used to describe a programming
language; this would be the next level. The top level would be a definition of
EBNF done with EBNF. These levels correspond to the four levels of the four-
layer metamodel architecture of object management group (OMG), but here visual
UML models are used instead of EBNF. This architecture is based on strict meta-
modeling, which means that all elements on one level are instantiated from the level
directly above. The instantiation logic is typically operating with three levels and
instantiation over two of them; as an example: we have a description of what a class
is (M»), then we have a class (e.g., class Person), and finally we have an object (My).

As of Figure 5.1, MOF and UML both offer support for object-oriented concepts
(the core of MOF and UML are structurally equivalent). Since MOF is an instance
of itself, the level above MOF (M) can be seen as MOF once more. One can
imagine an infinite number of MOF levels, having a form of infinite regression
(the same applies to EBNF).

5.2.2 A Class of Adaptive Systems

This subsection introduces a class of adaptive systems that adopts the knowledge
representation structure introduced in the previous subsection. Such a class of
systems is proposed in order to solve some of the problems discussed in Section 5.2.

User-adapted recombining systems (UARS) are defined in terms of models at
various abstraction layers where some of these models are modified following
the user’s domain-specific needs. Recombination is defined as a particular model
transformation that preserves run-time session consistency even though it alters

2 Such metamodels describe the design of learning units from a pedagogical perspective.
IMS._LD.is-available.at-http://www.imsgloebal .org/learningdesign/ldv1p0/imsld_infov1p0.
html.
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(recombines) the system from a generic level i to level O (from M; down to My).
Run-time session consistency is defined as the ability to maintain a substantial part
of the run-time application’s state from one transformation to the next.

The UARS recombine themselves based upon particular representations of the
user called recombining user models (RUM). These models drive the transforma-
tions from higher level models down to executable code. Other forms of domain-
dependent user models (statically defined at level 1) are called system user models
(SUM).

Note that traditional MDE transformations occur only at software build time.
The UARS instead perform run-time, user-adapted (and model-driven) transforma-
tions. This requires additional run-time support, as we will see in subsection 5.3.4.1.

Recombination can be thought of in several ways. For instance, RUM could be
thought of as models of the user as a software designer. When manufacturing tradi-
tional software, designers and developers go through cycles of application, tuning
and testing before releasing the product to end users. By distilling this knowledge
in very specialized models (both for technology and domain logic), it is possible to
automate part of this process for some limited domains and technologies. Through
recombination cycles UARS evolve accordingly to (system-perceived) user needs.

From a software life-cycle point of view, UARS can be seen as systems where the
design and execution phase (habitually two distinct phases in traditional software
manufacturing) collapse into a unique augmented run-time phase, where the system
converges on the (model-represented) user’s needs through recombination cycles.
Of course, in order to enable this architecture a number of complex models and
model transformations need to be built up front. Figure 5.2 shows the basic run-time
cycle of this class of interactive systems.

(1) The System
Interacts with

(4)Seaml
Deploy the, stem
at Ru me
Prese g
Sessio ta

{3) Generate

the Sys teI

FIGURE 5.2. Basic recombination cycle (taken from [17]). MDE techniques are applied in a
user-centered way during run-time interaction with end users. Usually only small portions
of the system are generated.
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The next section introduces a prototype tutoring system that employs the ap-
proaches introduced here. In particular, we will show how this approach pro-
vides a high-level, natural, and technology-independent framework to model and
process highly user-dependent knowledge. In fact, the software will be designed
directly from some high-level cognitive modeling assumptions in a technology-
independent manner.

5.3 A Tutoring System for OODP

To validate the assumptions discussed in the previous section, a prototype system
was developed. The prototype implemented a user-adapted, computer-based learn-
ing system for training students on OO design patterns (OODPs). Several factors
influenced the application domain choice:

e Computer-based learning and the related fields are domains with an already rel-
atively large number of standard metamodel initiatives and specifications that
speeded up the design of the metamodel and also provided a perfect test bed for
practical metamodel reuse (and its related expensive-to-gather domain knowl-
edge).

» User adaptation has been studied and applied extensively in this and related fields
providing an important research background for the work.

e Finally, knowledge of the domain by the author helped the design and develop-
ment.

The proposed computer-based tutoring (CBT) prototype supports students in
learning OODP. The tool is embedded in a well-known software development
platform, IBM’s Eclipse.® While drawing their OO class diagrams (OOCDs), stu-
dents can ask the proposed prototype for suggestions on how to use OODP. The
system provides learners with the structural class diagrams that most closely match
the current learner’s software design style for a selected portion of OOCD. Sug-
gestions are retrieved from a predefined library of recurring designs drawn from
standard software design patterns.*

The tool was designed to be nonintrusive and seamlessly integrated with a visual
0O class diagram editor, promoting self-paced learning (the user activates the tool
for requesting design suggestions by means of invoking a pop-up menu). The
tutoring support provides the closest OO design available in a solution library for
the current user’s design. The system was instantiated for the OODP domain (the
system was implemented as a CBR engine, it represented 33 OO design patterns
variants, and the library stored 49 real cases taken from the Java APIs and other
0O designs). A screenshot of the prototype is provided in Figure 5.3.

3 http://www.eclipse.org/.
*_Adlist.of the OODP.used.can-be found.at:http://home.earthlink.net/~huston2/dp/patterns.
html.
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FIGURE 5.3. A screenshot of the prototype. The user interacts with a graphical UML editor
and can invoke the support tool by selecting portions of the edited class diagram and invoking
the contextual menu item.

The graphical editor of choice for drawing OOCD was Omondo 1.2.1,% freely
available for Eclipse 2.1.1. Other editors could be used interchangeably as long as
they are available as Eclipse plug-ins and they support in-memory exporting to an
EMF representation.

Our objective was to assess the benefits of the user-adapted support provided by
the OODP classifier module. Consequently, we avoided any spurious support for
the tutoring process (such as additional teaching heuristics, classic ITS pedagogical
support, and the like).

5.3.1 An Example Session

The session starts with the user logging in. For first-time users the system proposes
a Wizard dialogue where all relevant data can be inserted. The user is not able to
proceed before all mandatory fields are correctly filled in, as shown in Figure 5.4.




5. Cognitive Modeling of Personalized Software Design Styles 117

- —
e I
Rt [ s |
b LweeLesa) [ e T
el 2] =
seranss o ey Ptey s =] 2 oreris - gaphe
rmersssa con wogreenss. g [imemte. = :2'.';9 Xl
P N e T ] = s
e I ?
1
=
X}
e N peeemy
=
e
)
I PN = e |

FIGURE 5.4. The first login Wizard. The figure on the left shows the first page of the Wizard
(personal data), and the figure on the right shows optional feedback on some randomly
extracted cases from the library.

After the preliminary login dialogue has been closed and startup data collected for
an initial startup of the user model, the user can start editing class diagrams with
the editor. Users will request system suggestion by means of selecting a portion of
the OOCD and invoking the contextual menu commands, as shown in Figure 5.5.
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The prototype then suggests to the user the OOPD variants that most closely
resemble user’s design style, as extracted from the current design® and the overall
user model. The user is left free to adopt the proposed suggestions or ignore them.
The user can also provide feedback to the system in order to refine the model of
the design style. The user assesses the (user-perceived) similarity of some designs
extracted from the case library.

In the next subsection we introduce the design of the proposed prototype, derived
from a high-level cognitive model.

5.3.2 Perceived Affordances and Software Design

We present here a concept derived from psychology that will be the base of the
conceptual cognitive modeling approach in the proposed prototype. We introduce
the concept of learner’s perceived affordance for a given design. As we will see, the
application of the UARS approach to perceived affordances will provide a highly
flexible, user-adapted, software representation of students’ software design styles.

5.3.2.1 Perceived Affordances

The term affordance was originally introduced by the perceptual psychologist J.J.
Gibson [13] to refer to the actionable properties (often implicit) between the world
and an actor (a person or animal). Norman [18] introduced the term perceived
affordance (related to product design) where affordances are actionable properties
of some objects as perceived from the product user. These are the properties that
determine how the product could possibly be used. For example, certain doors
afford pulling, while buttons in a graphical user interface afford pushing, etc. For
more details on the concept of perceived affordances, see, for example, [14].

In our prototype the concept of perceived affordance was applied to the design of
OOP software, rather than to general product artifacts. This focus shift is reasonable
for a number of reasons, the main ones being:

¢ Programming (and OOP programming in particular) can be seen as an instance
of the more generic task of product design.

e OOP classes, designs, and object interactions allow for perceived affordances,
not from the software end users but from developers who use them. This applies
also to the same developers that build these artifacts.

The assumption that developers (or more exactly anybody who has to deal with
source code and its more abstract structures) interact with code representations in
a way very similar to how users interact with product designs seems reasonable.

In the following subsection we apply the concepts introduced here to the cog-
nitive modeling of the practice of software design.

5 Clearly, no suggestion would be given if the user didn’t attempt to apply any form of
OODP in her/his design.
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5.3.2.2 A Simple Cognitive Model for Software Design

On a wider perspective, the modeling of the learner’s cognitive processes has been
extensively studied in the past decades and a number of theories have emerged,
such as ACT [4].7 We are not interested in a low-level, generic theory like classic
cognitive psychology’s theories (see [3]). Instead, we focus on a practical, even
if approximate, model of learning that can represent a satisfying mix between
automatic tractability and representation power for the domain at hand.

On a more particular, domain-specific perspective one could see the learning of
software design skills as the iterative refinement of a (possibly contradictory) set of
perceived affordances upon the various entities involved in software development
(general programming and OOP concepts, software tools, and reusable assets like
existing libraries) as perceived by developers.

Although this approach could be applied to software development in general,
we focus here for brevity on OOP only. Given this (apparently) simple viewpoint,
perceived affordances gain the status of primary actors in the modeling of high-
level cognitive processes involved in learning and mastering OOP.

Recapping, learning software design skills can be seen as an iterative refine-
ment process of a designer’s implicit set of perceived affordances. This set of
(constantly evolving) perceived affordances form an approximate and simplified,
but still rich and useful, representation of the cumulative design experience of a
software designer. Perhaps the most interesting aspect of this approach lies in its
trade-off between representation complexity and expressive power, as we will see
in the following and we will evaluate empirically in Section 5.4.

Having introduced the well-grounded concept of perceived affordances for a
given design, we now focus on representing them explicitly for automatic repre-
sentation and manipulation. This is not a trivial task, given the abstractness of the
concept itself.

5.3.3 Representing Perceived Affordances for OOP Design

The UARS modeling approach introduced in subsection 5.2.1 seems a perfect
candidate for representing designer’s perceived affordances in that:

e It allows for high-level, platform- and technology-independent representations
of complex information.

* It provides simple, high-level manipulations of the represented information, sup-
plying a simple yet powerful knowledge processing means.

e User personalization is automatically built into the approach.

A model suited to be used in our prototype is depicted in Figure 5.6. The model
is represented using the UML OOCD formalism.

Existing metamodels will be indicated with UML profiles, as in Figure 5.6. In
such a figure a UML class diagram shows the main properties occurring in our
model:

7 ACT is a theory of cognition developed/by ©. Anderson and others
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FIGURE 5.6. The SUM, used in the prototype. Stereotypes indicate concepts drawn from
external metamodels.’” (hence the “from IMS LD stereotype in Learner indicates that this
is taken from the IMS LD specification).

¢ A learner mental model is composed of a design style that in turn is represented
by a number of perceived affordance instances.

e Learners implicitly have a learning objective that drives their interaction with
the CBT tool. Such a learning objective has been modeled from IMS LD.

¢ Each learner has a particular learner model and a given learning objective.

Our cognitive hypothesis is that designers maintain an (often implicit) concep-
tual representation of the possible (perceived) uses of a given software design
while crafting or employing it.

The role of subjectivity in OOP design-perceived affordances is twofold. Clearly,
software design is a subjective process that draws from a designer’s skills and
past experience. Apart from the designer, then, the software design activity itself
allows for many viable solutions to the same problem. These representations are
subjective. Design in general (and OO software design in particular) is a rather
subjective process, and there may not exist the right design for a given situation.
There could be instead a set of equally valid alternatives for the adoption of a
given OODP. We assumed that learners develop their own subjective design style
by evolving an implicit set of affordances for designs.

One could alternatively see this knowledge representation approach as an at-
tempt to model a designer’s perceived affordances through models at various levels
of abstraction. The resulting representation of a given perceived affordance is a
somewhat blurred entity shared between a given set of run-time instances and
their level 1 code (i.e., software design). This provides a powerful and expressive

8 The SUM,.metamodel-was-designed.as.a-test bed of complex modeling situations for
testing the UARS approach rather than as a reusable asset.
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paradigm both for knowledge representation and processing, as we will see in the
following sections.

5.3.4 Recombination Aspects

We call relevance function (RF) the software implementation of a perceived af-
fordance in our prototype. Following standard GP techniques,” RF is created by
composing families of algorithms (which will be discussed in subsection 5.3.7)
using a generative approach. This subsection discusses the main details of techno-
logical aspects related to code generation in the proposed prototype.

We explicitly represented OOP design styles in our system by means of user-
perceived relevance functions between different designs. Given a user u, we indi-
cate with r, the related RF. The function r,,(d;, dy) —[0,1] represents the distance
between two designs d;, d, as perceived by the user u. Two designs that afford
similar uses have a small distance r,,.

As for the suggestion phase, given the user design d,, the system provides another
design dg with

dr | r (dy,dr) < ry(dy,dy) V¥V dy € Library.

Our prototype’s user model contains a set of software implementations of relevance
functions {R! } evolved by means of user feedback f,. These {R/,} are algorithms
(represented as executable Java classes) generated through the UARS cycle ex-
posed before, returning a value €[0, 1] and a confidence measure cL e [0, 1].

We assumed that during their learning process learners continuously refine r,
adapting it to new scenarios and solutions. The final value R, (prototype’s sup-
posedly best representation of r,,) is obtained as

Ryl max(clil) VRie {Ru}

If no RF has a confidence value higher than a minimum, then a new recombination
phase is launched, and the result value obtained from the new RF is provided to the
learner. Recombination comes into play in those situations where no {R/ } returns
a confidence value higher than a minimum ¢!, > minThreshold.!° In these cases
our prototype resorts to obtain a new R, that will be inserted in {R, } as discussed
in subsection 5.3.4.2.

As already mentioned, the UML stereotype <<from IMS LD2>> represents the
IMS learning design metamodel (in order to allow for metamodel reuse, a number
of decompositions have been performed on the metamodels that are not reported
here for brevity). For brevity we also don’t show other parts of the external meta-
models related to the imported concepts. Figure 5.7 shows the structure of the
RUM;.

° Generative programming is an approach to software engineering aiming at designing and
implementing,software,modules,which.can,be combined to generate complex systems.
10Tt has been set empirically minThreshold = 0.35.
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FIGURE 5.7. RUM,; represented as class diagram. This model (the sequence of user feed-
backs) drives the recombination process in the prototype.

From Figure 5.7 we can see that the recombination process is adapted to the
current user by means of learner feedback information. In the next subsection we
focus in the details of the prototype implementation.

5.3.4.1 Target Platform for the Prototype

Within generative and model-driven approaches, programs are generated against a
so-called rarget software platform by combining together reusable parts of a family
of programs. Such a platform for the proposed prototype is shown in Figure 5.8.

Figure 5.8 shows the target platform as decomposed in a number of functional
layers. Recombined code substitutes are added on the generated application code
base. Note that the application can have a small portion of its code base that is
subject to recombination (the grayed area are represented as the product of the
recombination transformations).
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The target platform built for the prototype is composed of standard facilities
(such as persistence, user authentication, and the like) provided by the various
layers underneath our application (i.e., the Eclipse framework, the Java platform,
and the underlying operating system). The so-called domain platform is composed
of all UARS-specific code such as basic facilities for achieving recombination (i.e.,
code generation and compilation, run-time loading of newly generated classes, and
state switch from one generation to the next).

By providing arich target platform (with complex high-level services), the code
generation phase can be greatly simplified. Obtaining a simple and fast recombi-
nation phase is essential in UARS implementation because recombination takes
place at run time during user interaction.

In the case of the proposed prototype, memory and run-time constraints were
not trivial. A generic session of the application running in experimentation mode
(i.e., with many machine learning (ML) algorithms in execution at the same time)
consisted of a memory allocation of few hundreds megabytes (a single run-time
session comprised the JVM, the Eclipse IDE, various accessory plug-ins such
as the OOCD editor and the experimenter plug-in, the various machine learning
algorithms, and the OOCD classifier with its case library).

Special attention was devoted to the implementation of the target platform,
which needed to be built using rather low-level code generation facilities (such as
the JET library'!) given the need of high customization and user adaptability not
provided by other third-party code generators.

5.3.4.2 Recombination Cycle for the Prototype

Having discussed the technological aspects of the UARS architecture for the pro-
posed prototype, we now focus on the conceptual phases involved in recombination
cycle asrealized in our system. Figure 5.9 details the general recombination cycle in
Figure 5.2 for our prototype. Such a sequence occurs at every recombination cycle.

As already said, the first time the user registers with the prototype, an optional,
preliminary cold-start setup takes place. The user is proposed a dialogue with 10
feedbacks in order to tune a default startup RF with the initial student’s skills. This
phase can be skipped by dismissing the dialogue (even if this will possibly provide
a poorer initial performance).

After the startup phase (which occurs only once at user model (UM) creation)
the following transformations occur at every recombination cycle:

1. The user provides feedback to the system. The feedback is added to the run-time
instance recombining user model (RUMj) and to the system user model (SUMy).

2. RUMj is used for seeding the adaptation of the level 1 model generation (see
discussion above).

3. After the level 1 models have been generated, they are assembled together
to provide executable code. In our prototype we generate only a new class
representing a new R .

1 JET is a Java library for generating source code.
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FIGURE 5.9. The recombination cycle in the proposed prototype.

4. The newly generated executable code is deployed and dynamically loaded into
the previous running session, in a seamless fashion (from the end user’s point
of view). In the proposed prototype a new RF class is added to SUMj.

The same user feedback thus performs a twofold purpose: as a part of SUMj it
is provided to past generated RF for fine parameter tuning, while as part of RUMj
it is used to drive the recombination process and create a new RF.

In our prototype the recombination cycle is performed locally on the client ma-
chine. In order to curb complexity and boost performance, a special “focused”
generation technique was adopted. Such a generation technique concentrates re-
combination and adaptation on only some model (and then code) areas.

Run-time deployment of the newly generated code is performed using custom
Java class loaders. Run-time context (i.e., level 0 data) is passed from one gener-
ation to the next through object serialization.
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FIGURE 5.10. The overall architecture of our prototype.

* A user model, containing the various run-time data structures discussed before
plus the source code (and, more importantly the related executables) of the user-
adapted RF.

e The OOCD classifier, implemented as a CBR engine that uses a case library
containing all classic OODP plus their main variations, as we will discuss later.
The classifier provides the most similar OODP available in the library for the
current input OOCD given the set of RF currently maintained in the UM.

e A Learner Management Module handles all the other modules of the system
and interacts with the user. It encapsulates pedagogical behavior and the various
actions that the prototype provides to the user.

Note that Eclipse was employed both as the application domain technology—
the prototype was packaged as an Eclipse plug-in—and as the technology for
implementing code generation (thanks to technologies like EMF and JET).

In the next section we introduce the OODP classifier module.

5.3.6 OODP Classifier

The classifier has been designed to be used also outside the prototype, as a stand-
alone classification tool, and as such it is evaluated in section 5.4. It was designed
following a CBR (case-based reasoning) architecture.'?

12 For an introduction to CBR see the classic [1].
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The CBR engine used for the OOCD classifier in our prototype currently en-
compasses only the retrieve and revise phases, while the reuse phase is merely
the visualization of the OODP found by the user. In turn, the learner provides
feedback about the (perceived) retrieval goodness, thus implementing a simple
revise phase. Concluding, the OOCD classifier implements a simple CBR en-
gine, where the case library is (run-time) read-only. The case library is modified
only by the administrator for adding/updating existing OODP diagrams during a
preliminary knowledge base definition. Such a phase is performed once for all
installations. The next subsection describes how the case library was built during
this preliminary configuration phase.

5.3.6.1 OODP Case Library

The OODP case library was built as follows. For each OODP (as presented in [11]),
a number of practical real cases were stored for each known valid variant of the
pattern, together with a standard “template” variant that describes abstractly the
OODP, as in [11]. Whenever possible, the real cases were taken from Java libraries
in order to keep the representation homogeneous, with one common OOP language.

For convenience, cases were tagged as belonging to one macro-category, cor-
responding to one of the classic OODP listed in [11] plus the “Not Available”
category. This simple arrangement allowed for both coarse-grained classification
(where the result is obtained by returning the macro-category corresponding to
the matched case) and fine-grained classification (where the single variant of the
given OODP is considered).

Figure 5.11 shows the structure of the case library.

23+1 Macro-

categories
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‘ Adapter
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b
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Variant “x
ﬂD[j\
==
= Variant "y l
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33 1
Categories
(OODP
i N-A
variants)

FIGURE 5.11. The case library structure for the OODP classifier.
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FIGURE 5.12. Composite OODP: “safe” variant.

The OODP variants were taken from well-established sources such as [11] and
other reference Web sites.

Figures 5.12, 5.14 show some examples of cases stored in the library. Cases were
entered into the system in the same way students draw their class diagrams (in fact,
OODPs are stored and managed by the prototype as specializations of OOCD).
Figure 5.12 shows the composite OODP in its “safe” variant, as instantiated in the
Java simple widget toolkit: A JAVA user interface library (SWT) graphical user
interface (GUI) toolkit.

Figure 5.13 shows an example of application of the composite OODP in its
“compact” variant as employed in the modeling of the JTree widget part of the
Swing library.

Figure 5.14 illustrates the “transparent” variant of the composite OODP as used
in the Apache Struts Web presentation library.

Figure 5.15 shows the “transparent” variant of the composite OODP in its tem-
plate (abstract) form, as presented in [11].
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FIGURE 5.14. Composite OODP: “transparent” variant.

The UML comments were not processed by the matching algorithm. Their
presence is useful for pedagogical reasons, when cases in the library are presented
directly to students.

5.3.7 Algorithm Families

Each family of algorithms has the following common behaviors:

e Input representation. Each algorithm extracted a suitable representation of the
current OOCD. For instance, Weka algorithms represented the current OOCD as
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a Boolean vector, while keyword-based algorithms created a semantic network
representation.

¢ Algorithm feedback. Every family of algorithms performs a custom feedback
process and maintains its own user model data structures.

* Matching procedure. The CBR engine uses RF for assessing the distance between
two cases (i.e., two OOCD, one the current case and another one taken from the
library).

In the following subsection we discuss briefly the main points of each of the
families of algorithms employed in the proposed prototype.

5.3.7.1 Weka Algorithms

Weka [23] is an open-source Java library that implements many state-of-the-art
machine learning (ML) algorithms. Weka algorithms can be parameterized, and
the public availability of source code makes it easier to understand their imple-
mentation and to customize their features.

In order to use Weka ML algorithms in our prototype, we need to represent an
OOCD as a Boolean vector of features (called attributes in Weka terminology)
using the extraction procedures discussed in the following subsection.

5.3.7.1.1 Extracting Boolean Features from OOCD

Common to all Weka algorithms, there are a set of attributes describing the domain
of interest. Instances of such attributes (what we represented as cases in our CBR
approach) are used as a representation of both the learner’s OOCD and for all
the cases in the library (i.e., real applications of OODP). In order to create a
suitable Boolean vector, representing the input OOCD graph to the CBR engine,
an extraction algorithm has been defined, based on the work of various schema
matching systems, discussed in subsection 5.3.

The basic procedure is to look for particular graph patterns (which we informally
called constellations) within the input OOCD (either drawn by the user or extracted
by the case library). Such patterns were represented by nodes (in an OOCD they
could be classes or interfaces) and arcs (references such as use, aggregation, etc.).

For experimentation purposes, two different set of constellations were
created:

* A simple type of patterns, where only one node (class) was expressed with all
ingoing/outgoing references.

* An “extended” set where two nodes, their mutual references, and possibly the
arcs with other nodes were represented.

For concreteness, we show in Figure 5.16 an example of a simple constellation
(matching the composite, “basic” variant OODP), while in Figure 5.17 is shown an
example of extended constellation (matching the flyweight OODP, in its “template”
variant).
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FIGURE 5.16. An example of simple constellation. This kind of
/<> pattern defines all ingoing/

outgoing references (and their type) for only one node (class).

Clearly, representing an OOCD with extended constellations is much more
expensive than using simple constellations. One of the objectives of our experi-
mentation in section 5.4 was to understand if there was any significant difference
(and eventually how much this was) in classification performance when using one
representation or the other. In particular, our aim was to understand how useful
was the much less expensive simple constellation approach instead of the extended
representation.

The extraction algorithm was rather simplistic: in case of simple constellations,
every node in the OOCD was checked to match with any of the recorded patterns.
Each positive matching resulted in turning on true the corresponding Boolean value
in the vector. For extended patterns instead, the Cartesian product of all possible
nodes was calculated (excluding a node with itself and symmetric combinations)
and every pattern was checked against the pair of nodes.

5.3.7.1.2 Weka Subsystem Architecture

Before getting into the details of the algorithms employed in our prototype from
the Weka library, it is useful to recap the overall architecture for Weka-based RF
implementations. Figure 5.18 shows graphically the Weka module architecture
within the proposed prototype.

As already mentioned in the previous subsection, a key role is played by the
extraction phase, which builds the feature vector out of an OOCD instance. The
ML algorithms used from Weka [23] are:

N

FIGURE 5.17. An example of extended constellation.
This kind of pattern describes all the mutual occurring,
Q and ingoing/outgoing links between two nodes
(classes).
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FIGURE 5.18. The Weka module architecture. Patterns are matched in the input OOCD
in order to create a Boolean vector that will be fed to the Weka classifier. Optionally
results may be mapped to more general categories (the macro-categories shown on the right
side).

80 Boolean
attributes: 40
structural + 40
keywords

Naive Bayes,
One R, J4.8, IBk

» Naive Bayes. This algorithm implements the probabilistic naive Bayesian clas-
sifier.

* One R. This algorithm learns a one-level decision tree (generates a set of rules
that test on one particular attribute).

e J4.8. This is an implementation of the C4.5 decision tree, an extension of the
basic ID3 algorithm.

e IBk. An implementation of the k-nearest-neighbors classifier that employs a
custom distance metric discussed in [23].

Next subsection describes the keyword-based family of algorithms.
5.3.7.2 Keyword-Based Algorithms

Besides the Weka family of algorithms, we wanted to explore the algorithms
based on keywords, whose effectiveness is reported in [25]. In order to do so, we
developed from scratch a family of algorithms based on matching the text available
in OOCD.

Our keyword-based family of algorithms is based on a set of four predefined
steps, each with a number of possible implementations, in order to provide a
wide range of combinations, as shown in Table 5.1. Such an organization is able

e 8 inati all legal), thus providing 2304 different
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TABLE 5.1. Keyword-based family of algorithms; every generated RF of this family was
composed by one step of extraction, followed by one enumeration processing, a pair-wise
matching of the enumerated elements, and a final aggregation step that provides a unique
value out of the results of the previous pair-wise match.

Step Available Implementations

Extract Basic
Random
Adaptive
Coarse
Delta
Random adaptive
Enumerate Cartesian product
Random Cartesian product
Threshold Cartesian product
Constant permutation
Threshold + constant permutation

Random constant permutation
Pair-wise match Boolean

Exact

Random Boolean

Threshold weights

Weights product

Pseudo-fuzzy

Simple

Adaptive constant
Aggregation Absolute maximum

Average

Productory

Summatory aggregation

Simple sigma

Adaptive sigma

Nonlinear average

Simple

members of the keyword-based family of algorithms. Table 5.1 shows some details
related to the keyword-based family of algorithms.

Each of the substeps in Table 5.1 was tested together with the other substeps
to verify that its use was meaningful as a part of a compound algorithm instance.
Furthermore, some of the substeps have their own feedback algorithm to adjust
their behavior to user feedback.

5.4 Empirical Evaluation

In this section we present a preliminary evaluation of the proposed prototype,
s obtained.
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5.4.1 Evaluation Process

In the design of the experiment we followed the advice given in [7]. We made
two groups (group A of 16 users and group B of two expert users) for our em-
pirical evaluation. The main difference in the two groups was in the number of
proposed problems. Group A users had to solve four problems while group B
users had to solve six problems (the first four being the same as of group A). Prob-
lems were always paired. They were chosen from the literature and recognized
Web sites with the following characteristics: they belonged to different applica-
tion domains while being solved by using the same OODP (i.e., first and second
designs were different cases of the same DP, while the third and fourth focused
on a different DP). Between the first and the second problem of the same pair
the user was asked to invoke our prototype on her/his design D;. The system pro-
vided five suggested designs, and users were asked to assess whether or not these
suggestions, abstracted from their application domain, would solve the proposed
problem.

The proposed suggestions were organized in a GUI in a sequence of OOCD and
an input field, where users had to tell whether or not, in their opinion, the design
was able to solve the given problem. The importance of such input was carefully
highlighted to users, because it served two important purposes: (1) it forced the
user to reason about the proposed OODP, so to fully understand it; and (2) served as
a form of feedback for the adaptive machine learning algorithms employed for the
given user. Feedback was provided as follows: if the user acknowledged the fitness
of the suggested OODP for the current problem, the given design was classified to
belong to the corresponding OODP that solved the problem. No action was taken
in the opposite case (the user decided that that case suggested that OODC was not
suitable to solve the given problem).

The OOCD suggested by the system were created in two ways: nonadaptively
and user-adapted. The nonadaptive mode extracts randomly four designs from the
case library and then adds the correct design pattern in its “template” version.
A template version of an OODP is the standard version, abstracted by any real
application context, as defined in [11]. Usually template versions are the learning
objective of classic OODP tutoring systems as in [24]. The user-adapted version
instead uses the classifier to select the closest design pattern variant to the user
design. In this way the system proposes the OOCDs available in the case library
that are closer to the actual user’s design style. In all the pairs of problems proposed
to students, there was always a user-adapted suggestion and a nonadaptive one,
only the order changed (see Figure 5.20).

Users didn’t know the purpose of the experiment, or how the suggested designs
were chosen. Users were told the reason for the experiment was to gather statistics
about OOCD design. They were recommended to carefully evaluate the designs
proposed by the prototype.

To study the usefulness of the system, we chose a heterogeneous user population
ranging from new college graduates to experienced software designers (with less
than 10 years of experience in the industry). Two expert designers (>10 years of
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experience) were managed separately in group B and additional tests were used
for them.

5.4.2 Experimentation Prototype

We used a special version of the prototype for the experiments in that it also
traced user behavior (application’s screenshots were taken automatically every 15
seconds) and four standard RF realized with Weka [23] implementations13 were

always generated at first with the following variations:

¢ Adaptive vs. nonadaptive. The nonadaptive RFs weren’t given any user feedback.
Extended vs. simple matching graph patterns. The input Boolean vectors for
classification were composed using two different sets of graph patterns. Simple
graph patterns involved only one node and its associations (and generalizations),
while extended graph patterns were properties defined on two nodes. Our ob-
jective was to assess the difference in final performances for these two types of
pattern.

Overall the prototype for experimentations handled 16 RFs extra than the stan-
dard prototype. These extra RFs were only used for experimental purposes (data
recording); their output was not used in the system. The overall recorded data from
the whole experimentation set amounted to more than 195 MB.

5.4.3 Results

The first issue we were interested in was the pedagogical usefulness of the pro-
totype. Users’ designs were automatically recorded by the prototype as pictorial
images and stored (with scrambled filenames) in a common directory. An expert
(not being part of the experiment or involved with its setup) judged all 76 designs,
providing a score V(D;) € [0,1] with preset standard criteria (fitness to the pur-
pose, good use of OODP, and engineering qualities of the solution). After that, the
system manager associated the judged scores with the user Ids.
To evaluate the benefit of the system, we proceeded as follows:

1. Differences between scores of paired designs were calculated (e.g., Ay =
V(D,) — V(D;). When Aj; < 0, we assumed that the design done after sugges-
tions was (judged) worse than the design done before the system’s suggestions
(whether it was adaptive or not), while a A,; > 0 implies that the user was able
to provide a better design after the system’s suggestions.

2. For each user in group A we obtained two delta values, while for group B users
we considered only the first two values, discarding the third. We then sepa-
rated the delta values obtained adaptively from those obtained with nonadapted
suggestions.

3. We obtained the raw data in shown Table 5.2.

13 The Weka. algorithms.were.C4.5.decision tree, naive Bayes, 1R rule-based classifier, and
IBk k-nearest-neighbors classifier.
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TABLE 5.3. Evaluation results for design scores. Columns D;—-D, show the score for each
of the four designs. Deltas are calculated as follows: A} = V(D;)— V(D). A, = V(Dy) —
V(Ds3). Shaded delta values indicate an adaptive suggestion from the prototype. The last two
columns report the adaptive delta values (higher than the nonadaptive ones) and nonadaptive
ones.

Name D1 D2 D3 D4 7 7 adaptive nonadapt
A1l 0,60 0,40 0,30| 0,00] -0,20 -0,30 -0,20 -0,30
A2 0,40 0,10 040| 080] -0,30 0,40 0,40 -0,30
A3 0,60 0,40 040| 050] -0,20 0,10 -0,20 0,10
A4 0,60 0,40 040| 080] -0,20 0,40 0,40 0,20
A5 0,40 0,60 050| 060] 0,20 0,10 0,20 0,10
A6 0,20 0,50 020| 0,70 0,30 0,50 0,50 0,30
A7 0,40 0,60 050| 060] 0,20 0,10 0,20 0,10
A8 0,40 0,10 040| 080] -0,30 0,40 0,40 -0,30
A9 0,40 0,90 060| 0,70 0,50 0,10 0,50 0,10
A10 0,70 0,80 050| 09| o,10 0,40 0,40 0,10
A11 0,60 0,90 070| 09| 0,30 0,20 0,30 0,20
A12 0,60 0,70 050| 09| o,10 0,40 0,40 0,10
A13 0,50 1,00 0,70| 0,80]| 0,50 0,10 0,50 0,10
A14 0,70 0,80 040| 09| o,10 0,50 0,50 0,10
A15 0,60 1,00 060| 060] 040 0,00 0,40 0,00
A16 0,50 0,60 050| 1,00] o,10 0,50 0,50 0,10
A17 1,00 1,00 1,00 1,00] 0,00 0,00 0,00 0,00
A18 1,00 1,00 1,00 1,00] 0,00 0,00 0,00 0,00

In the next section we discuss the effectiveness of the proposed prototype as
regards the pedagogical aspect.

5.4.3.1 Pedagogical Effectiveness

To evaluate the usefulness of the prototype as regards its added value to the student
learning process, we compared the differences in OODP skills (measured with
the scores given to the designs) before and after the suggestions. Scores for the
user-adapted suggestions compared with the nonadapted ones clearly reveal a
better performance for user-adapted suggestions. We then used a non-parametric
statistical test to ensure that our findings were not due to chance.

Table 5.3 reports the data obtained from the empirical evaluation. The higher
values in the adaptive column with respect to the nonadaptive column show the
benefit of the user-adapted suggestion.

The last two columns in Table 5.3 report the adaptive delta values and the non-
adaptive ones. We ran a Wilcoxon signed-rank test for paired data [22] on the
adapted—nonadapted pairs for each user. As in Table 5.3 we obtained

pValue = 8.4104E — 4 << 0.01 (significance value),

showing that the null Hy hypothesis (“there is no difference in performance between
the adaptive and the nonadaptive system™) can be rejected and the H; hypothesis
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e-learning benefit vs. user prelim. skill
Sum (Deltas)
1,00

0,80
0,60
0,40
0,20
0,00
-0,20
-0,40
-0,60

User's V(D1) + V(D3)

FIGURE 5.19. Overall empirical evaluation results compared with user’s preliminary skills.
A1-16 and B1-2 are reported on the x axis.

(“The differences observed between the two distributions are not due to chance but
are due to the difference between the populations they belong to”’) can be accepted.

This is an important positive result, which shows that the prototype (as used in
the experiment) is effectively supporting the learning experience of students being
taught OODP.

We also compared the benefit of the system (summing Aj; + Ay3) against the
pre-existing user skills. These were measured as the sum of the scores of first two
designs V(D1) 4+ V(D3) created by users using only their own previous knowledge.
The result is somehow expected: the prototype is not so effective for too expert
users (they don’t need tutoring) and for not-enough skilled ones (they don’t have
a clear enough comprehension of OODP and/or OOCD).

The supposed preexisting level of proficiency with the subject was measured as
the sum of scores obtained on the first and the third experiment (new experiments
on different topics), while the overall mastery was calculated by summing together
all obtained scores for all the experiments.

A possible interpretation of the provided results can be seen in Figure 5.19,
where we made the assumption that range ends don’t have any substantial benefit
from using the prototype, either because students are already proficient with the
topic and won’t gain any extra insight from teaching (right side in Fig. 5.19) or
because students don’t even have knowledge of basic skills (such as, for example,
OOCD formalism), thus making any teaching effort useless.

The next section discusses the results obtained for the classifier module.

5.4.3.2 Classifiers Results

’s sake e e one diagram about the evaluations we
r the OOCD classifier only. Figure 5.20
rmed in terms of precision, recall, and
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FIGURE 5.20. Overall results in terms of precision, recall, and F-measure for a concrete test
in group B. The figure also shows the designs the student did while interacting with the
system.

F-measure!# in an aggregate (i.e., averaging all the results, from all the available

classifiers) for a concrete test, showing also the designs created by the user while
interacting with the system. The user belonged to group B (with six designs),
showing only adaptive RF performance. One can see the evolution of the RF as
the user was providing feedbacks to the system.

The next section discusses the related work available in literature.

5.5 Related Work

The design and development of the proposed prototype draws from a number of di-
verse research fields (such as psychology, schema matching, software engineering,
and e-learning). Such multidisciplinary work requires the additional discussion of
a number of fields and contributions of interest available in the literature.

ttp://galahad.plg.inf.uc3m.es/~docweb/ad/
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5.5.1 Metamodel Reuse

Reuse of metamodels has been addressed in a number of ways and within several
representation frameworks and software engineering approaches (see, for example,
[8, 12, and 19]). In this section we briefly discuss the rationale behind metamodel
reuse, as applied in the proposed CBT prototype. In such a system we reused the
following two metamodels:

e IMS Learning Design.!?
¢ SCORM Metadata.'

Of course, both these metamodels were originally designed without having in
mind the kind of reuse we are discussing here. Nevertheless, this unorthodox use
of such standards makes sense, for a number of reasons:

* The mentioned metamodels describe aspects of the e-learning application do-
main that apply also in our situation.

¢ Such metamodels encapsulate wide and complex knowledge (built in many years
by a wide community of experts) about the domain of interest that hardly would
have been achieved in an independent modeling effort.

* From an engineering viewpoint there would be little incentive in replicating al-
ready defined and widely accepted solutions to well-known modeling problems.

Reuse is performed at a conceptual level by “adopting” the entire conceptual
framework in the reused metamodels (as in the case of the pedagogical domain
in IMS LD) and on a practical level by using the concepts into our models (see
Fig.5.6).

5.5.2 Object Oriented Design Patterns

Christopher Alexander, a building architect and urban planner, coined the term de-
sign pattern in, the mid-1970s to refer to recurring designs in building architecture
[2]. He observed:

Each pattern describes a problem that occurs over and over again in our envi-
ronment and then describes the core of the solution to that problem in such a way
that you can use this solution a million times over without ever doing it the same
way twice.

The concept resurfaced unexpectedly in the late 1980s applied to software de-
sign. In those years, almost contemporaneously and independently, a number of
practitioners and researchers started to observe certain “regularities” within the
OOP software designs they were building. It proved to be a valuable idea. Nowa-
days, design patterns are widespread well beyond OOP. Also, outside computer

5IMS Learning Design Best Practice and Implementation Guide. IMS Global
Learning Consortium. (2003). Available at http://www.imsglobal.org/profiles/lipbestO1.
html.

10 Official Web page at http:/www.adlnet.org/scorm/index.cfm.
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science patterns are investigated for analysis, user interface design, and in many
other fields.

5.5.2.1 Teaching Object Oriented Design Patterns

As discussed in [S] and [21], OODPs are learned effectively only with a learning-
by-doing approach rather than with theoretical courses (or similar computer-based
courseware). According to [20], the variety of OODP applications that students get
exposed to plays an important role in the effective learning of OODP. Furthermore,
OODPs are not learned by solving small exercises. As observed in [21], in small
exercises it becomes apparent which OODPs apply in order to solve the problem.

These few considerations make clear that building effective OODP CBT sys-
tems is a very complex task. It is not by surprise that most tutoring systems for
OODP (including intelligent tutoring system (ITS)) are based on limited interac-
tions where exercises are (expensively) corrected by human experts or where the
didactic material is limited to some clever form of courseware [24].

Matters are complicated even more by the abstract nature of OODP that can be
validly instantiated in many different variants [11, 21] and where the creativity
of the designer plays an important role [5]. On the other hand, all these consid-
erations tend to favor our prototype and its hands-on, practical interaction style.
Indeed, the prototype was designed with these pedagogical observations in mind.
In the following subsection we discuss some of the issues related to representing
knowledge in such a domain.

5.5.3 Schema Matching Algorithms

The task of matching schema or diagram instances (like, for example, tree-like
structures such as XML data, or generic graph-like as entity-relationship diagrams)
has been extensively studied in literature as part of the wider problem of schema
matching.

Schema matching is the task of finding semantic correspondences between ele-
ments of two input schemas providing as output a map indicating which elements
of the input schemas correspond to each other (that is, match each other) [24, 25].
This is a recurring problem in many application domains, like data integration,
E-business, or XML data mapping. Examples of schema matching algorithms and
systems presented in literature are Clio [26], TransSCM [25], or the similarity
flooding [27] algorithm.

Classifying OOCD against other class diagrams (representing categories, i.e.,
OODP in our case) can be seen as a special case of schema matching. Some systems
were instantiated and tested on OOP diagrams. This proves the affinity of schema
matching to our problem when compared to other research fields such as graph
matching. The most important point in choosing a schema matching approach to
address the problem of classifying OOCD is that both problems involve a strong
semantic bias. Schemas (and OOCD schemas as well) are not mere data structures
but they obey complex semantic relationships that cannot be solved only with plain
structural comparisons.
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The classifier used in our prototype was built by taking advantage of successful
schema matching systems and approaches presented in literature. The main ideas
that inspired the design of our OOCD classifier are:

* Successful matching can be achieved cost-effectively by examining simple node-
wise patterns (that is, performing a type of node-to-node comparison between
schemas represented as graphs) [25].

» Labels and other text available in schema instances can be used for performing
a similarity assessment [26, 27].

* Given the semantic nature of the data representation involved and the strong
dependency on users, some form of feedback is needed to adapt matching criteria
to user-intended semantic.

We conclude this section by comparing the proposed prototype with an existing
system also targeted at OODP tutoring.

5.5.4 Comparison with an Existing ITS System

In this section we compare the proposed prototype with the ITS for design pattern
(ITS DP) [24]. Both applications targeted the same domain (OODP teaching).
This comparison will be useful both to better understand the differences between
“classic” programs and UARS, and as a concrete discussion about the advantages
of our proposed approach for high-level knowledge representation and processing
against traditional, state-of-the-art approaches.

Thanks to the UARS approach, the data structures used in our prototype allow
for a much higher level of abstraction. This in turn creates a number of conceptual
mismatches when attempting a detailed comparison of the two applications, espe-
cially for knowledge representation. For a fair comparison of a UARS application
with a non-UARS one, we should focus only on level 1 models (i.e., programs).
Even this approach makes a comparison difficult, because UARSs have a some-
what “fuzzy” level 1 structure, and a particular instance of an UARS application
at a given time would depend too much on context data (past user behavior, etc.).

Luckily, in this current case we can use the particular domain-specific abstrac-
tions for an attempt at a rough yet useful comparison. By using the concept of
relevance function (r,) to describe the “cloud” of level 1 models of our UARS
application, we could compare level 1 structures between the two applications.

The SUM; model in ITS DP is composed of pairs of attributes-values. In our
UARS prototype the SUM| model can be roughly represented as a set of RF (whose
exact nature depends on past user behavior and the external context). Figure 5.21
shows the main differences between the proposed UARS prototype and ITS DP.

A direct, exact comparison focused on measuring the effectiveness of the two
systems is not possible, mainly because it would need a homogeneous student set
and the related evaluation procedures.

One thing we can observe, though, is the impact of the UARS approach on model
representation. While there could be a certain degree of overlap between the set
of concepts represented with the two different approaches (after all, both systems
model students for OODP teaching), what is radically different is the degree of
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FIGURE 5.21. Comparing user models between the proposed prototype and the ITS for DP
system [24].

representational power allowed by UARS when compared with traditional (non-
UARS) applications.

In ITS DP the student model stores details about students’ current problem-
solving state and long-term knowledge progresses. Student characteristics are mod-
eled as attributes. Three categories of student’s characteristics are considered [24]:

* Personal data—the student’s personal characteristics (name, ID, e-mail etc.).

¢ Performance data—the student’s cognitive and individual characteristics, as well
as other general long-term characteristics.

* Overlay data—the current level of mastery of design patterns and attributes
related to the corresponding elements in the domain model.

Focusing on design styles, the main subject of user modeling within the pro-
totype UARS, we can observe how RFs are represented by the metamodel at the
next level of abstraction (namely SUM,). Even if this concept would have been
represented in the UM of ITS DP, it would have been implemented with pairs of
attributes and values, thus providing a much lower level of expressivity and quality
of representation.

Furthermore, UARS have a much finer degree of adaptation, because adaptation
is achieved not only during recombination (by means of RUM models) but also
atglowersabstractionglevelsspwheresseveral UMs can be adapting SUM data as in
traditional user-adapted applications.
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5.5.5 The Proposed Approach and the Existing Literature

User-adapted generative technologies are increasingly being studied in user-
tailored ubiquitous software!” for computing devices with limited resources where
user-adapted code generation can be performed on remote servers at deployment
time. Despite some research in the convergence area of generative programming
(GP) and user modeling (reference [2] introduces an architecture for personalizing
applications based on a model-driven, user-centered approach), the adoption of
GP techniques together with “strong” user adaptation for general systems is still
missing.

Some work focused on investigating the adoption of software engineering tech-
niques and approaches to adaptive hypermedia (AH) systems. The Munich ref-
erence model,'® aimed at providing a formal reference model for AH systems,
using UML (with OCL) and providing a user and adaptation metamodels together
with a comprehensive design method and development process for AH appli-
cations. These initiatives focused on engineering AH applications development
by adapting state-of-the-art techniques and methodologies, providing a compre-
hensive framework that lacks enough flexibility and expressive power to handle
powerful adaptation models and nonstandard situations (quite the norm in intelli-
gent adaptive applications).

Our proposed approach is different in several ways from the previous contribu-
tions in that it embodies a somehow visionary yet general SE approach that still
needs to be fully explored. Far from being limited to technological aspects only
(model-based knowledge representation and GP techniques), the proposed ap-
proach allows the definition of technology-independent, powerful user models at
several abstraction layers, allowing for sophisticated knowledge representation and
processing. Moreover, the introduction in the field of user adaptation of rich meta-
models suitable for code generation can foster standardization and reuse both in
vertical domains (as is happening on the software technology front) and as a general
modeling foundation for an infrastructure for a rich set of user modeling services.

5.6 Conclusion

In this section we discuss both the proposed prototype and its underlying SE
approach. As regards the former, the encouraging results from the evaluation dis-
cussed in section 5.4 prompted a number of extensions of the CBT prototype (such
as a better pedagogical heuristic, the reuse and enhancement of the classifier as a
stand-alone module, etc.).

17 See for instance: Bonnet, S. Model Driven Software Personalization. In: Proceedings
of Smart Objects Conference, Grenoble France (2003). available at http://www.grenoble-
soc.com/proceedings03/Pdf/50-Bonnet.pdf.

18 Parcus de Koch, N. Software Engineering for Adaptive Hypermedia Systems—Reference
Model, Modeling Techniques and Development Process. PhD Dissertation (2001). Available
at: http://www.pst.informatik.uni-muenchen.de/personen/kochn/PhDThesisNoraKoch.pdf.
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We focus now on the findings related to the general approach introduced in

section 5.2.2. We found that UARSs have a number of advantages over more
traditional adaptive systems, even if they are much more labor-intensive to set up
(at least with current technology):

UARS:Ss represent adaptive and system functional models at a high level of ab-
straction, isolated from implementation and other nonmeaningful details. Clear
and more maintainable representations are thus encouraged;

they may take advantage of existing standard metamodels, ontologies, and other
modeling facilities (which are growing in many application domains), thus
reusing knowledge representations;

by taking advantage of generative technologies they provide a very powerful and
general adaptation mechanism that includes as a particular case classic adaptation
techniques;

such systems are particularly useful for generating user-tailored software for
devices where computing resources don’t allow for sophisticated client-side
user adaptation;

UARS:S fit nicely in special application niches such as dedicated user-adapted
systems, prototypes where tuning is extremely important and depends on the
current users, etc.

Furthermore, UARSs embody the interesting paradigm of self-designing soft-

ware, based on the user adaptation approach.

The main drawbacks we found in the proposed approach could be summarized

as follows:

The creation of an effective recombination abstract model (which describes the
theoretical domain-specific rationale behind the adoption of the UARS approach)
requires many interdisciplinary skills'’:

o Domain knowledge, in order to define the domain-specific details of the re-
combination process.

° Technical knowledge for building effectively the UARS RTP (rich target plat-
form) based on reusable software assets (such as third-party libraries, open
source code, etc.)

o Knowledge related to user-centered design and usability, needed for packaging
an effective product out of such a large base of diverse specification. UARSs
are interactive systems that must be focused on end users.

Software support for generative software and software families is still in its early

stages, and advanced facilities such as run-time configurable platforms are still

far from reality. This issue is perhaps the easiest to cope with, for example by pro-
viding a general rich target platform (RTP) that can accommodate a large number
of scenarios. In general, though, given the wide array of technologies and domain

scenarios, it is clear that these are partial solutions and that only the support of a

wide community can really enable a development cost-savvy, mass diffusion of

UARS.

19 These issues apply to other knowledge intensive application as well.
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e Another hurdle we have found in our work is related to the novelty the ap-
proach brings to the software design and development mindset. Apart from
well-understood domain and model-based development environments, a really
challenging situation is caused by the presence of the recombination abstraction.
This forces designers to deal with a powerful, novel, and demanding application
model.

Recapping, there are two main hurdles to the effective, large-scale development
of UARS applications: a conceptual one, given the sheer power of such a class
of systems. It may be hard to come to a practical recombination model for a
given application domain in a cost-effective way. The other one is technical. As of
the time of writing, there are no standard supports (among the various tools and
platforms related to MDE and GP) that can be employed to build cost-effectively
a UARS run-time platform.

As regards the comparison of the UARS approach with non-UARS systems,
we discussed also the impact of the UARS approach on model representation. In
addition, we found UARSs exhibiting a much finer degree of adaptation. This is
achieved not only during recombination (by means of RUM models) but also at
lower abstraction levels, where several UMs (in the case of the proposed prototype
one model for each RF in the current SUM) can be adapting to the user as in
traditional (i.e., non-UARS) user-adapted applications.

This chapter introduced a class of self-design software systems based on MDE
techniques. A prototype UARS for teaching OODP was introduced and eval-
uated empirically, with encouraging results. The evaluation also showed con-
cretely the complexities and the related power of this class of user-adapted
systems.
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Skills SuperStore: Online Interactive
Study Skills Environment

CAITRIONA BERMINGHAM AND ABDULHUSSAIN MAHDI

Abstract. An online interactive environment for provision of flexible student-
centered study and interpersonal skills training is described, and preliminary re-
sults of its evaluation are reported. The system has been designed to assist higher
education students develop study skills via formulating effective strategies that
help them learn, retain, and apply new knowledge during their university edu-
cation and beyond. The system’s features, functionality, and architecture were
developed based on the findings of a viability study conducted at our institution
and facilitated by (a) evaluation of various approaches for the provision of study
skills training employed by higher education institutions worldwide, and (b) sur-
veying students from various departments and disciplines. The system comprises
a number of interactive modules used as flexible learning aids in conjunction with
existing learning skills materials and resources. The interactivity of the system is
achieved by users making choices, answering questions, and completing activities
related to their own experiences.

6.1 Introduction

6.1.1 Background and Rationale

The importance and need for education to play an essential role in society has
always been recognized. Without a high-quality education infrastructure, people
with a high level of skills and expertise, who are crucial to sustain and build any
modern civilization, would not be adequately trained and qualified. Consequently,
educational authorities worldwide place considerable time and funds into devel-
oping their education policies. In no place is this more evident than in third-level
institutions, i.e., university and college education. In Ireland, higher education in-
stitutions have seen an enormous increase in the number of students entering third-
level education in the last 40 years. This confirms the increasing role of third-level
education institutions in producing a .. . high-skilled, knowledge and innovation-
based economy that will underpin ongoing and sustainable prosperity” [7].

One of the most significant roles of any higher education institution is the pursuit
of excellence and quality in teaching and research. However, in fulfilling such a
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mission it should always be ensured that it is conditioned by relevance to the times
and changing students’ needs. In a rapidly changing world of business and technol-
ogy, higher education institutions must ensure that their study programs provide
students with the relevant skills they need during their studies, after graduation
and beyond.

Students entering third-level education face a number of significant changes
to their daily lives. For the vast majority, they are moving away from home and
away from their parents for the first time. This new lease of freedom means that
they must now accept complete responsibility for themselves and their actions. All
decisions, right or wrong, must now be made by the student. The most notable of
these changes is in terms of education and the responsibility they must accept for
their own learning. They are no longer told by teachers what to do, how to do it,
and when to do it. They must take complete responsibility for their education.

Due to lack of effective study and learning skills, such as note taking, preparing
for exams, time management, etc., most students who enroll in third-level courses
in Ireland find it difficult to adapt to the higher education study and learning system.
As they proceed through their years of study, they will likely find themselves under
increasing pressure in terms of what is expected of them in their courses. Students
find that study strategies employed in high school don’t work at the university level,
that reading lists in upper-level courses are more rigorous, and that the research
process for an academic paper is a learning experience in itself. Tutors and student
counselors often hear student statements such as:

* “T have put a lot of effort into my studies but I don’t seem to be able to improve
my results.”

* “I’'m not sure what skills I am going to need to succeed in my studies ... to
embark on a sound career.”

¢ “I’m looking for new ideas to develop my skills, such as essay writing, reading,
learning from lectures, preparing for exams, researching an assignment ...”

For students to be successful in third-level education and effective as graduates
it is acknowledged that they need to acquire efficient and effective study, learning,
and other transferable skills [17, 18]. In college, students must become indepen-
dent learners. They must learn to examine past experiences and make any changes
to their practices essential to surmount new challenges. Research has also shown
that recent graduates do not possess the necessary skills required for full-time em-
ployment. In fact, it is often communication skills, problem-solving abilities, and
interpersonal skills that highlight those who are preferred for employment [2, 6].

Educators in higher education institutions should encourage students, partic-
ularly first-year students, to aim toward developing a deeper and more strategic
approach to their learning, moving away from surface approaches. Such a pro-
cess will need considerable resources that support both educators and students.
It is the responsibility of all modern higher education institutions to make avail-
able such resources, tools, and mechanisms that facilitate effective development
of students various skills. There is now an inexorable drive by universities all over
the world to take advantage of information and communication technology (ICT)
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technology-based learning systems, commonly referred to as virtual learning en-
vironments (VLEs), as a means of exploiting new markets, easing resource issues,
and widening access. In most cases, it has been proven that such technology coupled
with multimedia techniques can provide flexible and cost-effective complementary
learning and study tools.

Web-based learning environments are becoming progressively more common
as a support tool to assist teachers in creating material that is both stimulating and
engaging [6]. Taking this into consideration, our approach to the above issues has
been to provide an engaging and interactive study skills training system that is
facilitated by an online Web-based learning environment [10].

6.1.2 Skills SuperStore: Project Aim and Objectives

The objective of the project was to research, design, and develop a screen-delivered
interactive computer-based learning system for developing students’ study, learn-
ing, and other transferable skills. The system was designed for use as a flexible
learning aid in conjunction with existing learning skills materials and programs
offered by third-level institutions for the facilitation of study skills training. The
content of the system was designed to help users explore and evaluate their own
approaches to learning and to encourage them to become active self-learners.
The interactivity mechanisms of the system will be facilitated by users answer-
ing questions, completing activities, and selecting options according to their own
experiences, communicating with each other via a discussion forum, etc.

Itis envisaged that the developed “Skills SuperStore” learning environment will
have the following specific outcomes:

* Improving students’ academic performance via developing their abilities to learn.

e Improving students’ transferable/professional skills and enhancing graduates’
employability.

* Development of more responsible, independent, self-learners and lifelong learn-
ers.

 Raising students’ awareness of information sources and how to search for them
in a higher education environment and beyond.

e Promoting appropriate use of technology in teaching and learning approaches in
the higher education system.

* A commercial potential and possible marketable product.

6.1.3 Chapter Organization

This chapter discusses in detail a study skills on-line training environment termed
the “Skills SuperStore.” It presents the need for and benefit of such a system and
concludes with an in-debt account of the development process of the target system.
A brief description of each of the sections in the chapter is supplied here:

* 6.2. Need for Study Skills: Presents an overview of the importance of study
skills and why students need to acquire them in order to succeed in third-level
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education. It also examines why it is felt that current study skills training ap-
proaches are not always relevant and why a different approach is required.

* 6.3. The Way Forward and a Solution: A brief summary of the current training
approaches discussed in the previous section is provided again here. Following
this, a detailed description of the viability study conducted at the University of
Limerick is presented. Analysis of the results of this study along with the system
requirements and initial design are also discussed.

* 6.4. System Design and Development: This section presents the iterative process
involved in the design and development of the target system. It provides insight
into each of the stages of development: requirements gathering, analysis, design,
implementation, and testing.

* 6.5. Conclusion: This final section provides a brief conclusion to the chapter.

6.2 Need for Study Skills

6.2.1 Retention Issues in Third-Level Institutions

Noncompletion is a significant issue in all higher education institutions worldwide.
Each year a considerable percentage of students, for one reason or another, fail to
complete their third-level courses in which they are enrolled. Though a number
of these students may have simply made the choice to leave third-level education
in order to move onto what they perceive to be a better alternative, it remains that
the majority of students fail to complete third-level education without a conscious
decision to leave. This is a very worrying issue, and it is important to discover the
many reasons behind noncompletion so that adequate steps can be taken to combat
the problem.

International statistics show that on average, approximately a third of all students
who enroll in a third-level course fail to complete their studies and leave university
without graduating. Ireland is positioned toward the lower end of the scale, with
23% of third-level students failing to complete their higher education [12].

There are countless causes behind noncompletion at third-level institutions.
However, it has been identified that at a macro-level the causes for non-completion
include, for example, choosing unsuitable courses, the influence of financial se-
curity, and other personal circumstances. In some instances the attraction of the
buoyant labor market may encourage students to leave before completing their
courses and securing accreditation [12].

Another cause of noncompletion that was acknowledged was the issue of poor
study skills. The view was expressed that secondary school did not prepare stu-
dents for independent learning, required for third-level education. In second-level
education students studied because they were given homework, which on a regular
basis was assessed. Now, on entering third-level education, they failed to under-
stand that they should attend lectures and study for their own benefit and that
there would be nobody responsible to ensure that they worked consistently and
efficiently. The example was given of students demanding to know exactly what
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chapter of a book to read, or if a particular topic was going to be on the exam. Many
students were considered too nervous to speak up and contribute their opinions in
a discussion group. Also it was identified that while some students did not know
how to study outside of class, others did not have discipline. Some students had
difficulty taking notes, and since lecturing was a completely different method of
information delivery for them, they needed support and help in setting up a study
plan and developing techniques of learning [8].

The key purpose of higher education institutions is to facilitate learning, i.e.,
to deliver knowledge, which is to be learned by students. Learning, which can be
defined as the art and science of acquiring knowledge, is one of the most important
and unrecognized life skills in today’s society [15]. By recalling and applying
knowledge, acquired through learning, any demand or situation can be confronted
and many exciting opportunities created. Learning effectively is a skill that we
need to know throughout our lives, but it is rarely properly taught.

It is well recognized that students in higher education need to acquire and de-
velop effective study and interpersonal skills in order to be successful in their
study courses and after graduation [17, 18]. The greater need is when students
first arrive at university. At this stage, the majority are adjusting to their new
lifestyle as university students and to the freedom that is afforded by it. They
are suddenly faced with a radically different educational environment in terms of
the way in which knowledge is delivered and the amount of independent learn-
ing that is required. They often have little awareness of the way in which they
learn and tackle problems. To be successful in higher education, students must
develop the ability to examine their behavior and become more independent self-
learners [13]. On the other hand, it has been observed that many of the skills
needed by new students are the same as the transferable skills often missing in
graduates, such as communication skills [2, 6]. In fact, employers often prefer
graduates who show abilities to communicate with other people and to manage
time and work [2]. Therefore, the solution is to provide students with appropri-
ately delivered training in these skills at the very beginning of their university
education.

6.2.2 Study and Transferable Skills Needed

The importance and need for traditional study skills, which can be defined as an
assortment of skills specific to aiding students to successfully complete their ed-
ucation, such as note taking, researching and conducting a project, and revising
and completing exams, can too frequently be underestimated by students, partic-
ularly those who may benefit most from them. Also transferable skills, which to
some degree can be defined as life skills, that is, skills that can be applied outside
of the education sector in most or all professions, such as time management and
writing reports, are habitually unrecognized as skills that could be of great bene-
fit to students both during and beyond their third-level education. The following
subsections discuss in further detail the most common skills required by third-level
students to assist them in their studies.



152 Caitriona Bermingham and Abdulhussain Mahdi

Note Taking

Adequate notes are a necessary adjunct to efficient study and learning in college
[27]. Many students in higher education lack the ability to take well-organized and
appropriate notes. They don’t realize that by taking clear, concise, and personal
notes they are concentrating on what must be learned. Notes help understanding,
as ideas are put into the student’s own words and diagrams.

Reading Effectively

In third-level education reading effectively is a skill that is essential in aiding
students to succeed in their studies. However, it is unfortunate that not every
student can read in the most effective way to understand a selected piece. It is
essential for students to acquire the ability to identify the purpose for reading a
particular piece and then choose the appropriate strategy to meet that purpose.

Writing Essays

Aside from exams, papers are probably the most popular means in third-level
education for evaluating students abilities and skills [25]. Given that fact, it is
important for students to be able to write well-researched and well-written essays.
However, many students find that they are unable to start essays, and others make
a start but find themselves unable to finish. Students simply don’t know how to
divide an essay into more manageable and less daunting components.

Researching and Conducting a Project

In third-level education students may be required to complete an extended piece of
coursework, project, dissertation, or thesis. No matter how successful the results of
the project, it will be evident that the completed project is lacking unless the student
can write up the research, analysis, and findings effectively [15]. A universal
difficulty for students when completing a project is that there appears to be no end
to the project. It is essential for students to develop the ability to judge where to
end their project so that it includes no loose ends, while ensuring that the project
isn’t too extensive.

Revising

Throughout a students educational life, testing will be an inevitable reality. The
key to exam preparation is that of revision. Revision can be separated into two
subcategories: concurrent revision and rapid revision.

Concurrent revision is that which occurs continuously throughout the college
year and is composed of four key sources:

* Lecture notes

o Questions and answers to past exam papers

* Background reading

¢ The students own understanding of the subject
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Rapid revision is carried out in the 24 hours before the exam and will ensure
the maximum use of short-term memory so that the student will peak on the day
of the exam. Rapid revision can be divided into three interrelated skills:

¢ Read over the revision notes created as a result of the concurrent revision.

* Engage and harmonize as many senses as possible during the review, that is, see
the notes, read the notes, hear the notes, etc.

¢ Use a shorthand writing technique.

Through good effective revision the student will be more confident of their
knowledge of the subject, and better prepared for the examination.

Preparing for Exams and Assessments

Along with the various written and oral assignments students are required to com-
plete during their course, they are also assessed by quizzes, tests, and examinations.
Many exams are as much a measure of the way the student studies—the student’s
ability to organize a mountain of material—as they are a measure of the student’s
knowledge of the material itself [9]. There are a number of ways in which a student
can better prepare for an exam:

* Begin revision early.

e Have all the equipment required for the exam packed and accounted for the night
before.

* Know the type of examination: multiple-choice, essay type, short answer type,
etc.

Time Management

Effective planning and time management is an essential skill required for stu-
dents completing third-level education. Using the time management skill correctly
and effectively enables students to function efficiently even in times of intense
pressure. Students are often inundated with essays, projects, lab assignments, and
various other assessments that can be very time-consuming, which, in addition
to constant course revision, can be very overwhelming for students and instill
a feeling of panic and anxiety, which is counterproductive. In higher education
institutions many students don’t know how to manage their workloads in the
time available to them so that they may achieve their highest potential in their
studies.

6.2.3 Importance of Study and Transferable Skills

Students at third-level institutions need to learn study skills. This is most important
when students are in their first year of higher-level education. It is at this stage that
the students will acquire methods that will be used to complete their study right
throughout their college experience. But students also have the added pressure
of adjusting to a new and exciting lifestyle. For the first time in their lives they
must become familiar with a freedom associated with living away from home
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and away from parental supervision. They are also faced with a radically different
educational system from what they were used to in their previous five or six years in
secondary education. Suddenly all the responsibility for their education is shifted
from secondary school teachers and parents to themselves. They are no longer told
what to do and when to do it. All decisions, right or wrong, now must be made by
themselves. These two factors, freedom and educational responsibility, often result
in students adopting inefficient methods of study, which unfortunately become a
pattern adopted right throughout their university education.

For this reason it is very important to bring to the attention of third-level students,
particularly when they first enter higher education, the need for and importance of
acquiring and developing various study and other transferable skills. If these skills
are introduced at this stage, then it may help them to acquire better study habits
that will enable them to study more effectively in less time.

College is a life experience and is as much about students discovering who they
are as it is about learning and acquiring knowledge. It is hoped that by helping
students to become more independent and effective self-learners that they may be
able to enjoy their college experience while getting the results that reflect not only
their effort but also their ability.

6.2.4 Approaches Currently Employed in Higher
Education to Train Study Skills

Higher education institutions have three central approaches for the development of
study and transferable skills of the students: (1) the inclusion of special modules
as part of the course curriculum, (2) optional extracurricular classes/workshops
made available to students, and (3) the provision of written and other multimedia
materials that are usually made available by university information centers [2].
Each of these study skills training approaches is discussed in further detail in the
following subsections.

Special Modules as Part of the Course Curriculum

This method of delivering study skills and other transferable skills training entails
creating a module dedicated to the teaching of the various skills considered of great
importance to the students in their university education and beyond. It is preferable
that these modules be included as part of the students’ first-year curriculum, but this
may not always be the case. The study skills module is a typical lecture scenario
in which students attend lectures on various topics such as time management, note
taking, effective reading, etc. from one or more lecturers. Students are also required
to complete assignments and most often a final exam in order to receive credit for
the module.

Unfortunately, this method has one major limitation. These modules are gener-
ally unrelated to the students’ main discipline of study and for this reason it may
have the effect of reducing students’ motivation to attend and complete the module
satisfactorily.
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Extracurricular Classes/Workshops

Extracurricular classes/workshops are another approach for the delivery of study
skills training used in higher education institutions. This method is somewhat
comparable to the previous method discussed—special modules incorporated as
part of the course curriculum—in that the classes/workshops are presented in
lectures on the various subjects that comprise the field of study and transferable
skills. Conversely, the difference is that these classes/workshops are voluntary;
therefore, it is up to the students’ discretion whether to attend.

Unfortunately, a few limitations to this method can also be identified. Often
these training methods are viewed by many students as being remedial and hence
if voluntary are not attended, particularly by those who could benefit from them.
Also, as there is no recognition for the completion of these classes/workshops,
there is little or no motivation for students to sacrifice their personal time in order
to attend. Finally, the lack of flexibility and the poor scheduling of these additional
courses often contribute to their poor attendance [2].

The Provision of Written and Other Multimedia Materials

The last skills delivery approach used in third-level education institutions is the
provision of written and other multimedia materials. Many colleges and universities
produce booklets, create various multimedia material such as audiocassettes and
videos, and develop Web sites in order to make available to their students study
skills training resources. It is then up to the students’ discretion if they have a
problem with some area of study to find the information from one of these resources
to aid them in acquiring and developing the study skills they lack.

As with the proceeding approaches discussed, there are a number of shortcom-
ings associated with this study skills training method. If a detailed booklet or any
other similar resource were to be compiled, it would contain a mountain of infor-
mation, all of which would be relevant. But many of the resources produced are
mere summaries of each of the skills, omitting a great deal of the detail. Another
shortcoming encountered with this method is the generalization of the material.
When acquiring and developing their study skills, students must adopt and person-
alize their own methods, which is very difficult to achieve when faced with very
general information.

6.2.5 Study Skills Training: Limitations
of Current Approaches

As is evident from the preceding discussion, some type of a study skills develop-
ment resource is necessary to aid students in acquiring and developing these skills.
The various approaches for study skills training adopted by colleges and univer-
sities worldwide were discussed. Although these methods fit the requirement of
delivering study and transferable skills training, they have a number of limitations
that needed to be addressed.



156 Caitriona Bermingham and Abdulhussain Mahdi

Four major limitations were identified from the above methods:

1. The training modules are viewed by some students as remedial and hence, if
voluntary, not attended by those who may benefit from them [2].

2. As the courses/materials are seen as being unrelated to the student’s main dis-
cipline of study, it may have the effect of reducing the student’s motivation.

3. The lack of flexibility and the poor scheduling of these additional courses often
contribute to their poor attendance.

4. Research has shown that effective skills training is difficult to achieve be-
cause students must adopt and personalize their own study skills and meth-
ods. Study skills cannot be taught to students by conventional teaching us-
ing a set of established procedures, which can be reproduced for examination
purposes.

To overcome the above issues it was proposed to provide a flexible study skills
training system that is facilitated by a technology-based learning environment
[10]. The system described in this report, called the “Skills SuperStore,” has been
designed and developed to be used as an interactive self-learning tool to aid students
in acquiring and developing study and other transferable skills in conjunction with
existing skills learning resources.

6.3 The Way Forward and a Solution

To determine how to achieve study skills training, what it should entail and the
requirements of the target system, a viability study was conducted at the University
of Limerick. The aim of this study was to gather as much information as possible
to assist in determining the appropriate features of the system, such as required
architecture, functionality, services, and means of delivery. The study was effected
by two means:

1. Investigating and evaluating a number of approaches employed by various
higher education institutions to facilitate study skills training.

2. Conducting voluntary surveys of students and academic staff from various de-
partments, courses, and disciplines. The purpose of these surveys is to identify
problems, needs, and potential solutions regarding students’ personal study
habits and requirements.

6.3.1 Investigation of Current Approaches

The first part of the viability study was an investigation and evaluation of the various
methods employed by higher education institutions worldwide for the provision of
study and other transferable skills training. These approaches have already been
discussed in detail in section 6.2.4.
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6.3.2 Surveys and Analysis

The second element, which affected the viability study, was the survey of students
and academic staff from various departments, courses, and disciplines.

The Student Survey

A voluntary survey of 150 students—=86 males and 64 females—from various de-
partments, courses, and disciplines was conducted in our institution. The majority
of the surveyed students were in their first year of studies, but second-, third-, and
fourth-year students were also included. The survey consisted of a questionnaire
with the purpose of highlighting problems, needs, and potential solutions regard-
ing study skills, personal habits, and requirements. The questionnaire contained
30 multichoice questions categorized according to the following three areas:

 Lack of certain study/learning skill(s)
e Personal study habits
* Potential solutions and preferred training means

Analysis of the Student Survey

The responses on the student survey gave a good indication of the many problems
faced by students when they study and also highlighted a number of methods
employed to successfully aid them in overcoming these problems.

For the first category, the questions were designed to evaluate which study skills
students find difficult to acquire and develop. Using the format of “Do you have
problems with ...,” the questions highlighted nine different study skills ranging
from note taking to planning and time management. Our findings regarding this
category are summarized in Table 6.1, where the percentages of students who
specified difficulty with the various study skills are given. The table shows that
48% of the surveyed students indicated that they experience problems with effective
planning and time management. Conversely, only 8% feel they have difficulty with
taking notes in lectures.

TABLE 6.1. Study requirements survey—areas of difficulty

Area of difficulty Percentage
Effective planning and time management 48
Reading effectively 18
Learning blockages 12
Note taking 8
Writing reports and essays 18
Researching and conducting a project 26
Understanding course material 24
Revising 32

Preparing for exams 24
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From the analysis of the students’ feedback concerning the second category
of questions, personal study habits, it was possible to identify some of the causes
behind the problems faced by students with various study skills. For example, it was
discovered that 50% of the surveyed students usually study in environments that
lack adequate resources and are prone to distractions. Another question concerning
amount of time spent studying showed that the majority of students (64%) think
that 5 or fewer hours per week on average is adequate. Also, when asked whether
students prefer to study individually or in groups, the majority preferred individual
study.

The last category of questions were designed to gather information on the most
effective way of helping students in developing their study skills. One question
asked about preferred methods to receive adequate training in study skills, with
choices such as workshops, modules included within the curriculum, an on-line
system, audio/video material, etc. From this it was discovered that 60% of the
students surveyed preferred the on-line system. The audio/video option proved to
be the least popular.

The Academic Staff Survey

The second of the two surveys conducted at the University of Limerick as part
of the viability study was the academic staff survey. This voluntary survey was
composed of approximately 20 questions with the purpose of acquiring some of the
information obtained by academic staff from years of lecturing experience about
third-level student study habits and some advice on how students can optimize
these study skills.

Approximately 50 lecturers from various departments, courses, and disciplines
were surveyed.

Analysis of the Academic Survey

From responses to questions such as: For each contact hour, how many hours
a week of self-study do you advise your students to complete? and What solution
would you suggest to help students avoid cramming? etc., it was possible to achieve
two functions: first, to make a comparison to responses from the students’ survey
to determine the differences between the typical student and the ideal student, and
second, to guide the content and the structure of the study skills module to be
created for the target system.

6.3.3 Pedagogical Underpinning of the Skills
SuperStore System

Based on the findings of our viability study and numerous other research projects
worldwide into learning and study skills training, it was decided to adopt and
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integrate the following educational concepts in the target on-line study skills train-
ing system:

* Student-centered learning/reflective learning

e Interactive delivery

¢ Accommodation of learning styles

* Personalization of content delivery to meet individual students’ needs and expe-
riences

e Collaborative peer-assisted learning

The facilitation by the Skills SuperStore of each of the above educational con-
cepts is discussed in the subsequent sections.

Student-Centered Learning/Reflective Learning

Students need to become independent and lifelong learners. In fact from research,
it has been found that employers want graduates who accept responsibility for their
own learning and their own personal and professional development [16].

The role of developing independent lifelong learners has become one of the main
missions of third-level education institutions. To achieve this mission, however,
it is essential to shift learning from the traditional teacher-centered approach to a
more student-centered learning approach. By definition, student-centered learning
is where students are given more control over the subject matter to be learned, how
they learn the material, and the pace of their study.

In keeping with this desired outcome, the Skills SuperStore system accom-
modates student-centered learning through the delivery of interactive study skills
modules that encourage students to reflect on past experiences, thus becoming
active participants in their learning and taking more responsibility for their learn-
ing outcomes (Fig. 6.1). These study skills modules offered by the system enable
the student to direct the delivery of the module content based on their selection
to the interactive activities. Following a section that presents information on a
specific topic, an interactive page is encountered that asks a question related to
the previous section of the module. This question encourages students to reflect
on their own personal experiences in relation to the topic presented and make the
appropriate selection according to their experience, which in turn determines the
material content to be presented next.

Taking as an example the time management study skills module, the student
encounters a section on motivation. This section first presents some general infor-
mation on motivation and the different categories motivation falls under, for ex-
ample, intrinsic motivation and extrinsic motivation. Following these information
pages, students encounter a multiple-choice interactive page inquiring into what
motivated them to choose their course of study. This question encourages them to
think back to when they selected their degree course. Their selection determines
whether their choice was motivated by intrinsic factors or extrinsic factors and
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FIGURE 6.1. Student-centered learning via reflective learning and interactivity pages.

provides the appropriate feedback. This methodology continues throughout the
module.

This approach enables students to direct the module material, making it more
specific to their desired learning outcomes, and also as no one is setting the pace
(as in the case of the teacher-centered approach), they can go as quickly or as
slowly as they desire in order to complete the module.

Learning Styles

A vast amount of research has been carried out into learning psychology: how
students learn, how to facilitate learning more effectively, etc. New and interesting
information is being continually uncovered. Many of the results found underlie the
content delivery approaches employed by various learning environments to deliver
content to be learned more efficiently and more effectively.

One such research study identified that students of third-level education are
characterized by different learning styles. Students have a prodivity for a pre-
ferred method of receiving information, and they tend to achieve understanding of
this information at different rates. The research found that students whose learn-
ing styles match the teaching styles of their lecturers achieve better results than
those whose learning styles are mismatched with the lecturers’ teaching style
[19].
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This teaching style/learning style mismatch has some serious consequences for
students. It has been found that students whose learning style is mismatched with
their lecturers teaching style generally feel as if the information is delivered in
a foreign language, receive lower grades than their counterparts whose learning
styles are a better match with the lecturers’ teaching styles, and generally fail to
develop an interest in the course content.

In our everyday lives we use our senses to gather information about the envi-
ronment around us. However, some of us employ one sense more than others. The
main senses employed to gather and absorb information are as follows:

* Visual

e Auditory

* Reading/writing
* Kinesthetic

To assist third-level students in identifying their preferred learning style so
that they will be more aware of how they acquire knowledge and information, it
was decided to include some form of learning style assessment. To achieve this
the visual, aural, reading/writing, kinesthetic (VARK) system, created by Neil
Flemming, was incorporated into the “Skills SuperStore” study skills training
environment.

This assessment, by asking a series of questions, will determine from the users’
input the learning style they employ in their everyday lives, thus highlighting their
preferred learning style. Once students have completed the VARK questionnaire,
they are then provided with further information on their preferred learning style
and how they can employ it more effectively in their study and learning.

In addition to the learning styles assessment, the study skills modules offered by
the Skills SuperStore system includes video and audio files so that students who
have identified their preferred learning style as visual or auditory can use these
files instead of, or in conjunction with, the typical method of completing the study
skills modules, that is, reading. This is to assist them to acquire and retain the
information being presented more effectively and efficiently. An added advantage
of this system’s functionality is that it encourages the student to break away from
the traditional methods of study and learning and to use whatever methods and
approaches are necessary to succeed in college and as practicing graduates.

Personalization of the Module Material to Meet Each
Students’ Problems and Needs

This educational approach, which underlies the Skills SuperStore system, is in-
cluded to overcome the problem found in other study skills training approaches,
that is, that study skills cannot be taught using conventional methods. Each student
needs to personalize the material so as to address one’s own personal problems and
needs. To illustrate how the system achieves the above goal, a run-through of the
system operation for the student will now be presented, highlighting in particular
the content delivery of the study skills modules.
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On commencing a session of the Skills SuperStore system, students are first
asked whether they are a new or returning user of the system. If they are new to
the system, they are required to register such information as name, ID, password,
etc. to be stored in the system user database table, by selecting the register option.
This facilitates the user personalization of the system; that is, the system will know
who is using the system at any given time, what modules they have completed,
their preferred learning style if they completed the VARK questionnaire, etc. If
previously registered users are commencing a session with the system, they will
be requested to log onto the system. This facilitates a customized and authorized
access to the system based on the category of user as identified by their ID.

Once students have successfully registered or logged onto the system, they
will be directed to the student menu page. This page provides students with four
different options that they can select from:

¢ The “Introduction to Learning Skills” tutorial
e The “How to Use” tutorial

¢ The module index

* The resource center

On the first use of the system the student is asked to first complete the “Intro-
duction to Learning Skills” tutorial and the “How to Use” tutorial to obtain the
optimum use of the system. The “Introduction to Learning Skills” tutorial is a
short introductory tutorial that provides a brief overview of the importance and
benefits of acquiring various study and other transferable skills. The “How to Use”
tutorial goes through the structure of the system, all the features and facilities that
the system offers to students to ensure that they are able to use the system to its
optimum potential.

Once students have completed both tutorials, they can then select the module
index option. A page that lists all the modules offered to the users by the system
is displayed. Students select the module they wish to complete.

The purpose of these modules is to encourage students to examine their own
approaches to study and apply the methods suggested by the modules to build
on and develop their existing skills. Each of the modules offered by the “Skills
SuperStore” system to students will have one skill for the student to acquire and
develop. As each student’s study approach is different, that is, no two students have
the same style of learning, a module that simply provides general information about
the study skill is not sufficient. For this reason the modules were required to be
customizable for each individual user. Student are guided through the module in
response to their personal needs and habits. This is achieved via the interactivity
pages incorporated into the module.

Students select a module they wish to complete in order to acquire and develop a
specific skill they feel they lack proficiency with. As with all the available modules,
they will initially encounter a number of general overview pages that provide a
brief description of the study skill they wish to acquire or develop. However, at
some point the module needs to branch off to enable students customize the module
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to accommodate their own personal problems and needs. This is achieved through
interactive pages. There are four types of interactive pages included in the Skills
SuperStore study skills modules:

e Matching

e Picture selection
* Multiple choice
¢ True or false

The answers or selections made by students in an interactive page determine in
what direction they will be directed through the module.

By way of example, consider the study skills module “Time Management.”
When students select to complete this module, they are first presented with a num-
ber of general overview pages providing information such as an introduction into
the importance and need for good time management, why it is necessary to manage
your time, studying smarter and not harder, etc. However, there comes a point when
the module content needs to be customized to deal specifically with the student’s
personal problems and needs. This is where interactive activities are essential. As
an example in the time management module, following the general introduction
pages, students are asked if they are genuinely interested in the majority of the
modules that comprise their study course. The selection of the student user will
determine what comes next in the module. Continuing on from the given exam-
ple, if students selected the “No” option, they would encounter another interactive
activity page inquiring as to what influenced their decision to enroll in their study
course, and so on. The more interactive pages encountered one after another, the
more specific the information becomes in relation to the student’s personal situa-
tion. The module will then continue on through the module requiring the student
to make various choices along the way so as to direct the module on a personal
level (Fig. 6.2).

It should also be noted here that following successful commencement of a Skills
SuperStore session, students have access to a number of other features, such as
a search feature, a discussion forum, etc. that will assist them to use the system
and in particular to acquire and develop required study skills more effectively and
efficiently.

Collaborative Peer-Assisted Learning

Many of the problems faced by third-level students in relation to study skills
have already been encountered and overcome by other students. Accordingly,
as an alternative to students with a specific study or transferable skills problem
searching through masses of somewhat relevant material, it would save them time
and needless effort if they could just ask their peers for help. These other students
could then supply solutions and suggestions that can be read through and employed
as required. It was decided to include a collaborative peer-assisted learning function
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FIGURE 6.2. Example of Study Skills modules and their interactivity.

in the Skills SuperStore system in the form of a discussion forum to facilitate the
above requirement.

Underlying the discussion forum feature is the idea of collaborative peer-assisted
learning. One of the great advantages of this theory is that it works in two ways.
Contributing students who are explaining a method, concept, approach, etc. are
reinforcing their knowledge and deepening their understanding of the material
being presented. On the other hand, those who are recipient students, receiving
information from their peers, are benefiting from reviewing important material that
they couldn’t fully comprehend in a very simple way, which their peers adopted
in order for them to understand the material in the first place.

The purpose of the discussion forum is to enable students to post (anonymously)
any problems or solutions to problems they may have experienced in terms of
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FIGURE 6.3. Architecture of the Skills SuperStore system as seen by a student user.

study skills. It also enables them to look at the various problems other students
have encountered and subsequently posted, and as a result critically assess their
personal approaches to various study situations and possibly share any ideas they
feel might assist others in overcoming their posted problems.

6.3.4 System Requirements and Initial Architecture

Based on the findings of the viability study, it was decided that an on-line computer-
based interactive study skills training system would best serve the collective
students’ needs and preferences.

To facilitate future expansion and developments of the system, a design-for-
scalability approach has been adopted in the design and development of the Skills
SuperStore system. Based on this approach, the system has been divided into two
layers, (Fig. 6.3).

a. A front-end layer consisting of a number of static and dynamic pages to provide

the following:

* Aregistration and log-on page, which facilitates a customized and authorized
access to the system based on the category of user as identified by ID.

» The Skills SuperStore user customized main page, which contains links to
the main section of the system.

The front-end layer of the system also provides access to other complementary

services and features offered by the system to different users. For the student

user this includes a discussion forum, a search feature, and a feedback feature.
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To the administrator users, access to authoring tools is made available via this
layer.

b. A system database: the purpose of the database is to store the material, which
assembles the various Skills SuperStore modules. This enables the customiza-
tion of the module content to suit each student’s requirements of the specified
module. It also enables easy maintenance, and retrieval and updating of ma-
terial associated with current and future study skills modules. In line with the
scalability approach of the systems configuration, the system provides a set of
templates for creating and adding new modules. Currently, the system offers
the following interactive study skills modules:

e Time Management

¢ Learning from Lectures

* Reading More Effectively

¢ Preparing for Assessment

¢ Researching an Assignment

Modules’ material has been adapted from a number of specialized references
and Web-sites. Each module in the system provides students with an opportunity
to evaluate their study habits and develop a particular study skill in a way that
would improve their learning, retaining, and application of knowledge.

The database also holds and facilitates the user-controlled access mechanism and
all administrative resources (Fig. 6.4). The purpose of the administrative resources
is to enable the maintenance, updating, and creation of modules.

Administration
DATABASE
Create a Page/ Display a Delete a Page/ Modify a
Module Page Module Page/Moduk
Module
Template

FIGURE 6.4. Architecture of the Skills SuperStore system as seen by an administrator user.
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6.4 System Design and Development

The development process for Web applications is the same as that used for software
development (Fig. 6.5). It is an iterative process composed of six stages:

1. Requirements gathering. Determines what the system should do, any input that
may be required, and what output would be expected.

2. Analysis. Creates a model of the various components that comprise the system
by examining the requirements of the system.

3. Design. Refines the results of the analysis phase until a model is generated that
is realizable in software.

4. Implementation. The process of writing code and thus realizing the target sys-
tem.

5. Test and evaluation. Evaluates the operation of each prototype, returning to
analysis and design if more work is required.

6. Deployment. Delivering the system.

Web applications, like other software intensive systems are typically represented
by a set of models: use case model, implementation model, deployment model,
security model, and so forth. An additional model that is used exclusively by Web
systems is the site map, an abstraction of the Web pages and navigation rates
throughout the system [4].

Therefore, to create a model of the target environment, it was decided to employ
the Unified Modeling Language (UML). The UML provides a visual modeling
language that enables system builders to create blueprints that capture their visions
in a standard, easy-to-understand way, and provides a mechanism to effectively
share and communicate these designs with others [1]. The UML is not sufficient
to represent the components that comprise a Web application. Fortunately, an

Requirements

Analysis
Initial Planning

Design

Implementation

Evaluation

Deployment

Test

FIGURE 6.5. Iterative Process [4].
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extension mechanism was created in order to correctly demonstrate the relevant
semantics of a Web application using UML.

The remainder of this chapter discusses in detail each of the phases of the
iterative process used in the development of the Skills SuperStore system.

6.4.1 Requirements Gathering

The first stage in the development of the Web application is that of requirements
gathering. The purpose of this process is to break the target system into smaller,
more manageable components by determining what functions the target system
will facilitate. Adopting the role of potential system users and envisioning what
tasks they would complete when using the system and what steps are involved in
implementing these tasks achieves this. The results of this stage will be a series
of clear and concise definitions of the requirements of the system. In carrying out
this stage, it is important to bear in mind the following three issues [14]:

* Each requirement should be clear and concise.
* A requirement statement should focus on one point.
» Every requirement must be verifiable.

Based on the above, the first step in the requirements gathering stage of the
Skills SuperStore system development was to identify the potential stakeholders
of the system. Two different categories were identified, as indicated in Fig. 6.6:

¢ The student user
¢ The administrator user

Services to each category of user were also identified. For example, a student
user needs to be able to register and log onto the system, view selected modules, and
use the various facilities offered by the system to interact with any of the available
skills modules. On the other hand, administrator users were given privileges of
being able to log onto the system and have access to the maintenance features in
order to maintain both the user information and study skills modules.

Documenting clear and concise requirements of the system that are agreed to by
developers and the potential end users of the system ensures that there is a focus,
preventing any discrepancies of the end product between what has been developed
and what is expected by the system users.

6.4.2 Analysis

The analysis phase is the process of looking at the requirements, which were deter-
mined from the viability study discussed in the previous section, and determining
the classes and the class relations, which are required in order to build a model
of the system. The analysis phase identifies the classes needed by the program
and works out how objects of these classes send each other messages in order
to perform the tasks identified by the requirements, which is termed the dynamic
behavior.
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FIGURE 6.6. System users and requirements.

The goal of the analysis stage is to illustrate the functionality of the system
requirements so that they may be realized in software, without yet taking into
consideration the architecture of the system. The result of the analysis stage is
a preliminary mapping of the required behavior onto the structural elements—
classes and collaborations—in the system [14].

When completing the analysis stage of the Skills SuperStore Web application
development a three-step process was employed:

» Use-case modeling: demonstrates the relationship between the actors (i.e., sys-
tem users) and the use cases (i.e., system requirements).

¢ Class modeling: demonstrates the classes of the system, their interrelationships,
and the operation and attributes of each of the classes.

e Dynamic modeling: demonstrates the actions performed by or to each class to
facilitate system requirements.

The process of the analysis stage is iterative. On each iteration the resulting
models are refined, inserting additional detail to demonstrate more accurate system
functionality.

Use-Case Modeling

The purpose of the use-case-diagram is to illustrate how the system should function
from the perspective of the system’s users. It has the benefit of assisting the system
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FIGURE 6.7. View module use case.

analyst in developing an understanding of how the system should operate ideally
without needing to know how it achieved it technically.
Within the framework of UML styles [1], the use-case modeling is often used to:

* Provide an overview of all or part of the usage requirements for a system or
organization in the form of an essential model or a business model,

¢ Communicate the scope of a development project, and

* Model the analysis of the usage requirements in the form of a system use-case
model.

A use-case diagram consists of two main components: actors, which symbolize
the roles the users can play, and the use cases, which symbolize what the users
should be able to do with the system. Each system requirement identified from
the requirements gathering stage of the system development maps onto a use-
case diagram. These use-case diagrams depict the steps involved in fulfilling a
system requirement. As way of illustrating this point, Figure 6.7 depicts the View
Module system requirement. This use-case diagram depicts the steps involved in
accomplishing the specified requirement and how these individual steps relate to
each other.

The complete collection of use cases, actors, and diagrams form a use-case
model, see Fig. 6.8.

The use-case model illustrates the basic design of the Web application without
showing the dynamic behavior required to facilitate each system requirement. To
illustrate the dynamic behavior of the system, interaction diagrams are required
(sequence, collaboration, and activity diagrams).

On the initial iteration of the analysis phase and in particular the requirements,
gathering stage, a general use-case model was rendered. Following this and on
each subsequent iteration the use-case model was refined and further divided into
smaller, more manageable components.
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FIGURE 6.8. Use-case model.

Class Modeling

Class modeling is another activity that is done when the use cases near completion.
Class diagrams identify the class structure of a system, indicating the properties
and methods of each class. Also depicted are the various relationships that can
exist between classes, such as an inheritance relationship. The class diagram is
the main diagram in any UML model. It is used throughout the project from
first-cut object analysis through to implementation. It provides the main reference
point for discussion, review, and communication of the static structure of the
system.
Class diagrams are used to [1]:

* Explore domain concepts in the form of a domain model,
* Analyze requirements in the form of a conceptual/analysis model, and
* Depict the detailed design of object-oriented or object-based software.

For class modeling, which is the generation of the class diagram, the classes and
their attributes must first be extracted. Once this has been achieved they must then
be represented using an entity relationship diagram, see Fig. 6.9. To determine the
classes and their attributes and functions, they must be determined from the use
cases and their scenarios. There are two approaches to class modeling: noun extrac-
tion and CRC classes. For the purpose of the development of the Skills SuperStore
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system, it was decided to employ the noun extraction method. This method has three
stages:

¢ Stage one: Concise problem definition
° Define the product in a single sentence.
= Provide study and transferable skills modules along with various comple-
mentary services to assist in the acquisition of these skills; also provided are
administrative features to maintain the system and its users profiles.
¢ Stage two: Informal strategy
o Incorporate constraints; express results in a single paragraph.
= User logs into the Skills SuperStore system. This authenticates the user as
a specific user type: student or administrator. Based on the type of user, a
main menu will be displayed; for example, if a student user logs on, then the
student main menuwill be displayed. From the main menu the student user can
select one of the following: “How to Use the System” module, “Introduction
to Skills SuperStore” module, resource page, or the module index page, which
provides a list of skills modules available to the student user. Students can
also select one of the complementary services available to them to assist them
in completing the skills modules: Discussion forum, Search service, and the
Feedback service. The administrative user can maintain both the modules
and the system user profiles.
e Stage three: Formalize the strategy
o Identify nouns in the informal strategy.
= Database, Feedback service, Search service, Discussion forum, menus, mod-
ules, and administrative services.

Classes identified from the analysis stage of the Skills SuperStore Web appli-
cation development can be divided into three types:

* Boundary objects: the interface between the actor and the system. Instances of
these objects are typically entry screens or special user-interface controls. In
Web applications these may represent whole Web pages.

e Entry objects: things described in the use case but that will outlast it.

* Control objects: system activities that can often be named. Control objects direct
the activities of the entity and interface object [4, 5].

Dynamic Modeling

Following on from the use-case modeling and class modeling, the next step in
the analysis phase of the target system is to demonstrate the dynamic behavior of
the user requirements. This is achieved by illustrating the use-case scenarios with
sequence diagrams and collaboration diagrams.

UML sequence diagrams are a dynamic modeling technique. They document the
interaction between classes to achieve a result, such as a use case. These diagrams
express the interaction behavior between the actor and the system, with a special
emphasis on the time line [4]. The sequence diagram lists objects horizontally and
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FIGURE 6.9. Class diagram for Skills SuperStore system. () represents methods/operations
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the time vertically, and models the communications between objects, known as
messages, over time. Sequence diagrams are typically used to [1]:

* Validate and flesh out the logic of use cases and their scenarios.

* Explore the design of the system as they enable the analyst to visually step
through invocation of the operations defined by the classes.

* Detectbottlenecks within an object-oriented design, by looking at what messages
are being sent to an object, and by looking at evidence where changes need to be
made to the design of the system in order to distribute the load within the system.

e Indicate which classes in the application are going to be complex.
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On the first iteration of the analysis process, the sequence diagrams will only
depict the dynamic behavior of a use case (i.e., a system requirement) between
the two principal players involved in the use case, namely the system user and the
target system. The system user is represented as a stick figure placed at the top left
corner of the diagram, and the system object is represented as a rectangle placed
at the top right corner of the diagram. Extending downward from both the system
user and the target system representations is a line that represents the object time
line. The top of this line is the beginning of the scenario and the bottom is the
end. Once all this is depicted, the next step is to place the scenario in the diagram.
Each individual step that comprises the scenario is entered separately, beginning
with the first step entered at the top of the lifeline and ending with the last step
entered at the bottom of the lifeline. A message sent from one object to another
(i.e., from the system user to the target system and vice versa) is represented with
an arrow moving from the calling object to the responding object. For example,
if the system user inputted some data to the system, an arrow being drawn from
the system user’s lifeline to the target system lifeline would represent this. The
messages are ordered sequentially from top to bottom and numbered for clarity
as well. (See Figure 6.10 for an example of a sequence diagram in the analysis
phase.)

UML collaboration diagrams, like UML sequence diagrams, are used to explore
the dynamic nature of the software. Collaboration diagrams show the message flow
between objects in a Web application and imply the basic association (relation-
ships) between classes. Collaboration diagrams are often used to [1]:

* Provide a bird’s-eye view of a collection of collaborating objects, particularly

within a real-time environment.

Allocate functionality to classes by exploring the behavioral aspects of a system.

Model the logic of the implementation of a complex operation, particularly one

that interacts with a large number of other objects.

e Explore the roles that objects take within a system, as well as the different
relationships they are involved with in those roles.

As already mentioned on the first iteration of the analysis phase of the Skills
SuperStore Web application development, the sequence and collaboration dia-
grams depicted interaction of just the principal players of the use-case scenario,
that is, the system user and the target system. On each subsequent iteration of the
analysis phase, these interaction diagrams are elaborated by adding other structural
elements determined from the class model.

From the class model various different classes were identified that can be placed
into one of three categories [4, 5]:

¢ Boundary objects
* Entry objects
¢ Control objects

For the design and development of the Skills SuperStore Web application, only
boundary objects and control objects are of interest. During the design phase
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FIGURE 6.10. Sequence diagram for the view module scenario.

boundary objects generally map to HTML pages, while control objects map to
the server-side activities of the dynamic Web pages. Each of these objects should
focus on a singular functionality. If an object has more than one functionality, it
can become overloaded and difficult to build and perhaps even unreadable by basic
client browsers.
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The sequence and collaboration diagrams that result from these iterations of
the analysis phase will depict the interaction between the various objects required
to realize a use-case scenario. Figure 6.11 provides an example of a sequence
diagram created at this stage of the analysis phase, and Figure 6.12 is an example
of a collaboration diagram.

6.4.3 Design

The major inputs of the design phase in the development of the Skills SuperStore
system is the analysis model, which resulted from the analysis phase, and the
architecture of the target system. The purpose of this phase is to refine the results
of the analysis phase to the point where code can be written.

In addition to elaborating the classes and collaborations, design activities include

[4]:

 Partitioning objects into tiers, such as client, server, and so on.
¢ Separating and defining user interfaces, or Web pages.

As with any Web application, one of the main components of the Skills Super-
Store system is Web pages. The purpose of Web pages is twofold. First, it is via
Web pages that the user interface of the system, that is, the study skills module,
search engine, discussion forum, etc., is displayed to the users, and second, they
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contain the functionality that make possible these services offered by the system.
For this reason it is of great importance to accurately represent Web pages in the
design model alongside the other components that comprise the rest of the model

However, due to the nature of dynamic Web pages, it is difficult to represent
Web pages accurately with UML in the design model. The problem occurs when
a Web page is encountered that has dual functionality, that is, it contains code that
interacts with resources on a server and then when sent to the client as a completed
interface contains additional code that is executed on the client. For example, in the
Skills SuperStore system, when a module is selected by a student to be completed,
a page is called that first interacts with the database to request the data required to
display the module, and then determines what type of page template is necessary
for the first page of the module. It then concludes by building the required page to
be displayed on the client browser. This page contains both server-side script, that
is, interacting with the database and determining the template to be displayed, and
client-side script, that is, the actual building of the page template to be displayed
on the client Web browser.

To model these Web pages more accurately, an extension to UML is expressed
in terms of stereotypes, tagged values, and constraints. A brief definition of each
of these elements is as follows:

» Stereotype: an extension of the vocabulary of the language. A stereotype allows
us to attach a new semantic meaning to a model element.

 Tagged value: an extension of a property of a model element. A tagged value is
the definition of a new property that can be associated with a model element.

» Constraints: an extension of the semantics of the language. A constraint is a rule
that defines how the model can be put together [4].
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When an extension to the UML is included in a model, it must begin with a
description followed by a list and description of all the stereotypes, tagged values,
and constraints of the extension. The rules used to determine whether a model is
semantically consistent with itself must also be included.

In the Skills SuperStore Web application, objects can reside exclusively on the
server, e.g., container objects, the client, input validation objects, and specialized
user interface widgets. It is complex behaviors such as these that make modeling
truly invaluable.

Another role of the design phase is to define each of the individual Web pages
that comprise the Web application. This activity was achieved by determining Web
pages and what relationships exist between them and with objects of the system. In
this activity, the system objects in the sequence diagrams created during analysis
evolved into objects and Web pages [4].

Once the functionality of each Web page was identified and its relationship with
other components of the Web application had been uncovered, the next step was
to commence designing the individual Web pages themselves. This was achieved
by identifying the operations and attributes of each of the server pages.

6.4.4 Implementation

Following the analysis and design phases of the iterative prototyping comes the
implementation phase. The implementation phase is the process of writing the
code that realizes the target system. The steps involved in the implementation
phase include:

* Mapping the design into code and components
¢ Unit testing
¢ Reverse engineering

The principal goal of the implementation phase is to convert the results of the
design phase into executable code. As each individual Web page component is
completed, it is tested to ensure that it executes as specified by its requirements.
Finally, itis necessary to reverse engineer any code changes that affect components
in the model. This is important as once the actual system and the model get out of
synch, the model’s ability to answer questions about the system is limited. At this
stage reverse engineering may be the simple act of manually updating the model [4].

The first stage in the implementation phase, even before the coding commenced,
is to decide what programming languages to use in order to build the target system.
In making this decision it is important to consider each potential programming lan-
guage, for example, active server pages (asp), JSP, servlets, hypertext preprocessor
(php), etc., in relation to [21]:

* Browser/platform compatibility
¢ Speed of execution/delivery
* Development time
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* Features

o Is there a need for enterprise interface widgets and functionality?

° Does it require multithreading?

° Does it require network programming like manipulation of sockets?
* Maintainability

Taking into consideration the above guidelines it was decided that the JavaServer
Pages (JSP) technology would be employed to program the code for the Skills
SuperStore Web application [23].

JavaServer Pages are a third-generation solution that enables quite easy integra-
tion with some second-generation solutions, such as CGI and servlets, enabling
the creation of dynamic content and easing the creation of Web applications that
work with a variety of other technologies: Web servers, Web browsers, etc. [22].

JavaServer Page technology is the integration of HTML, XML, and small pieces
of Java code to enable the creation of dynamic Web pages. This is achieved in
such a way that the dynamic code, such as business logic (middle and back-
end tiers), is kept separate from front-end presentation code. When compiled,
the JSP page is converted to a servlet, which is executed on the Web server and
results in the creation of a modified Web page to be displayed on the requesting
client Web browser. This application logic may involve JavaBeans, Java Database
Connectivity (JDBC) objects, Enterprise JavaBeans (EJB), and Remote Method
Invocation (RMI) objects, all of which can be easily accessed from a JSP page. It is
a great rapid application development (RAD) approach to Web applications [20].
JSP technology is being used everywhere on the Web including on-line airline
reservation systems, banking systems, and shopping [3].

When a JSP page is called, it is compiled (by the JSP engine) into a Java servlet.
At this point the servlet is handled by the servlet engine just like any other servlet.
The servlet engine then loads the servlet class (using a class loader) and executes
it to create dynamic HTML to be sent to the browser as shown in Figure 6.13.

In terms of the Skills SuperStore Web application, there are two components
that are of great importance for the operation of the system:

e Forms
¢ Databases

Forms are necessary to enable the users of the system to interact with the system
itself. In the Skills SuperStore system it is through forms that students customize
the module to suit their own personal problems and needs. The JSP code takes the
user input data, performs manipulat